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Far Detector prediction 
(1) Estimate the underlying true energy distribution of selected ND events 
(2) Multiply by expected Far/Near event ratio and 𝜈𝜇→𝜈𝜇 oscillation probability 

    as a function of true energy 
(3) Convert FD true energy distribution into predicted FD reco energy distribution 

Systematic uncertainties assessed by varying all MC-based steps 

Estimated from simulation

Select CC inclusive Select CC inclusive

Use a binned ML method
R. Patterson
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simulation. Because the detectors are functionally iden-
tical, many systematic uncertainties largely cancel in the
measurements of sin2 ✓23 and �m2

32. The uncertainties
assessed and their impact are summarized in Table I.

For the beam-induced backgrounds, which are small, a
normalization uncertainty of 100% is assigned. The mea-
sured background outside the beam spill window has neg-
ligible uncertainty. The neutrino interaction cross sec-
tion and hadronization uncertainties are determined by
altering each cross section and hadronization parameter
by its predetermined uncertainties in the GENIE simula-
tion, which vary in size from 15% to 25%, as specified
in Ref. [27]. Uncertainties in particle-transport modeling
are assessed by comparing alternative hadronic models
in the GEANT4 simulation. The beam flux normaliza-
tion uncertainty in each detector is dominated by beam-
line hadron production uncertainties. This uncertainty
is approximately 20% near the peak of the spectrum, es-
timated by comparing simulated pion and kaon yields in
the NuMI target to measured yields for interactions of
158GeV protons on a thin carbon target in the NA49
experiment [28, 29]. The detector exposure uncertainty,
which accounts for uncertainties in detector mass and
periods of data collection when only one detector was
operational, is 1%.

The uncertainty in muon energy scale is 2%, driven by
detector mass and muon energy-loss modeling. The un-
certainty in calorimetric (hadronic) energy scale is 14.9%,
the quadrature sum of the 14% uncertainty assigned to
reflect the di↵erence in Ehad scales used in data and sim-
ulation, and 5% derived from comparisons of muon and
Michel electron data and simulation. An additional rela-
tive 5.2% calorimetric energy uncertainty is taken uncor-
related between the two detectors. The main component
of this is a 5% uncertainty derived from muon and Michel
electron studies. An additional 1.4% comes from poten-
tial di↵erences in Ehad scale between the ND and FD
due to their di↵ering neutrino spectra (primarily due to
oscillations). To estimate this uncertainty, the simulated
ND kinematic distributions were fit to data by adjusting
some or all of the normalizations, hadronic energy scales,
and muon energy scales of QE, RES, and DIS events
separately in the simulation. The fit results were then
applied to FD simulation, and the largest relative energy
o↵set seen between detectors across the ensemble of fits
was 1.4%. The largest normalization o↵set seen was 1%,
which is also taken as an uncertainty.

Upon applying the FD event selection criteria to the
full data set reported here, a total of 33 ⌫µ CC candi-
date events are observed for reconstructed neutrino ener-
gies below 5GeV. The total expected background is 3.4
events, which includes 2.0± 2.0 NC events and 1.4± 0.2
cosmic-ray events. In the absence of neutrino oscillations
211.8± 12.5 (syst.) candidate events are predicted. The
energy spectrum for the sample is shown in Fig. 5.

Using a three-flavor neutrino oscillation model that in-
cludes matter e↵ects, the data are fit for sin2 ✓23 and
�m2

32 assuming either the normal or inverted mass hi-
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FIG. 5. The reconstructed energy for FD selected events.
The black data points show the statistical uncertainties. The
short-dashed green histogram corresponds to the predicted
spectrum in the absence of oscillations. The solid brown his-
togram corresponds to the best fit prediction with systematic
e↵ects included. The long-dashed red histogram corresponds
to the best-fit prediction when the e↵ects from the systematic
shifts in the fit are removed. The light-red band represents
the systematic uncertainty on the no-systematics (red) predic-
tion. The blue, open-circled points represent the background,
mostly NC and cosmic-ray muons.
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FIG. 6. The best-fit (solid black circles) and allowed values
(solid black curve) of sin2 ✓23 and �m2

32 from this analysis
assuming the normal mass hierarchy. The dashed contour
lines are results from T2K [10] and MINOS [9].

confidence level contours 
Feldman-Cousins 

Profiling treatment of systematics 
Gradient descent

Adamson, P., et al. "First measurement of 
muon-neutrino disappearance in NOvA." 
arXiv preprint arXiv:1601.05037 (2016).





Reading List
1. Basic Textbooks


1.1. Cowan, Glen. Statistical data analysis. Oxford 
university press, 1998. (written by a particle physicist, 
website for the book has lots of examples)


1.2.Gelman, Andrew, et al. Bayesian data analysis. CRC 
press, 2013. (not written by a physicist, lots of good 
MCMC info)


1.3. Bishop, Christopher M. Pattern recognition and 
machine learning. Springer, 2006.


2. Conferences/Summer Schools

2.1.The PhyStat series covers 20 years of thinking of 

statistics in particle physics

2.2. There is a yearly machine learning summer school 

https://espace.cern.ch/phystat/_layouts/15/start.aspx#/SitePages/Home.aspx
https://indico.cern.ch/event/768915/

