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SLOW PION
CLASSIFICATION
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ROI selection in PXD DAQ
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ROI selection in PXD DAQ
● prepared, tested and will be switched on at higher luminosities, 

when output of PXD DAQ saturates event builder input
(1 GB/s total for all 32 links, 2025–2027, depending on accelerator)

● disadvantage for highly ionising particles
 high dE/dx, stopped in PXD
 no HLT track generated
 no ROI generated
 related PXD hits are deleted (before reaching tape)

● Signal example:
 slow pions pT<200 MeV/c
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Input for neural networks (NN), 9x9 pixel matrix

50 μm

50 μm

PXD2 contains ~8 million pixels.

Color or grayscale:
deposited energy in one pixel
(ADC value)
[0, 255]

u

v
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PROTONSANTIDEUTERONS

BEAM & QED BACKGROUND MAGNETIC MONOPOLES

9x9 pixel matrix
Signal & background
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Slow pions vs. electrons (from QED processes)

Sensititivity
(Pion Efficiency)

Precision
(Pion Purity)

CNN Johannes Bilk (master thesis) 82% 81%

Support Vector Machines Timo Schellhaas (bachelor thesis) 83% 69%

Decision Trees, RandomForest Stephanie Käs (master thesis) 82% 80%

GNN Martin Beyer (master student project) 86%  82%

Sensitivity
Number of events correctly identified by the NN as a signal (TP), divided by all real signal events (TP + FN),
also called "effciency" in particle physics
Precision
Number of events correctly identified by the NN as a signal (TP), divided by all events identified by the NN as a 
signal (TP + FP), also called "purity" in particle physics
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Slow pions (pT<200 MeV/c) vs. other particles
Marvin Peter, master student project, 2020, TensorFlow & Keras, CPU and GPU 

CNN MLP
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What it has to do with 
ANOMALY DETECTION?

We also used 9x9 PXD pixel matrices
(“images”) for a classification task 
of different data (see next slide).
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K. Dort et al., Eur. Phys. J. C 82 (2022) 7, 587

Magnetic monopoles vs. beam background 
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Multiport memory controller can only use 2 GB RAM so far, due to limit of resource
PPC440 is a “hard” processor (not existing anymore in newer FPGAs)
99% of (conventional) slices are used (!)
12% of DSP slices used (e.g. coordinate transforms), i.e. 88% available (possible solution)

FPGA Resources of one PXD DAQ Selector Card

Simon Reiter, Giessen
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What operations do we need?

This is called a “multiply/accumulate” (MAC) operation,
and DSP elements in FPGAs are suited.

3

2 x 3 = 6

Accumulator
2              (t=0)
2 + 6 = 8  (t=1)

multiply
Side remarks:
– Node bias values need one more addition (can be done with LUTs)
– Activation function needs lookup tables (can be done with block RAM)
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Matrix multiplication on an FPGA

Falk Zorn, JLU Giessen

Xilinx Virtex-4 FX12

16 clock cycles
160 ns @ 100 MHz 
onboard clock

compare:
874 clock cycles 
on this HP notebook 
w/ AMD Ryzen 5 
(380 ns @ 2.3 GHz)

ML403 evaluation board

Programming DSP slices “by hand”
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January 30, 2024: Versal unboxing
Versal Prime 1202 (XCVP1202–2MSEVSVA2785)
compared to Virtex–5 FX70T
factor ~30 more DSP slices
factor ~40 more LUTs
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XILINX novel Versal architecture
● Adaptive Compute Acceleration Platform (ACAP): 

● a multicore scalar processing system (PS), a dual-core Arm Cortex-A72 
(APU) and a dual-core Arm Cortex-R5F (RPU). RPU is a “realtime” CPU. 

● A programmable logic (PL), made up of configurable blocks (as before in 
e.g. Virtex or Kintex), but there are adaptable engines, e.g. 
– SIMD VLIW AI engine accelerators 
  (single instruction multiple data, very large instruction word)
– DSP engines, 27 × 24 bit multiplier and a 58-bit accumulator, 
   each 32-bit floating point

● Massive data I/O e.g. 600G ethernet
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Programming our Versal board, first steps
● Using VITIS 2023.2 (as newest as possible)
● Side remark: we used the different Xilinx tools beforehand

● planAhead 14.7 (frozen) for Virtex (see my talk on 09.04.)
● VIVADO for Kintex (new carrier board, see talk of Matthäus Krein on 09.04.)

● Installed also the two update packages, containing a lot of new Versal support
● Our board is AMD XILINX EK-VPK120-G Evaluation Kit
● FPGA is a Versal Premium 1202 (XCVP1202–2MSEVSVA2785)
● Versal has different chip series: Versal AI Core series has an array of signal 

processing cores that are highly optimized for functions in ML. 
The array consists of up to 400 AI engines, each comprising a 32-bit scalar RISC 
processor, fixed and floating point vector units.

● However, Versal premium has no “AI engines”. 
It is better described as a hardware accelerator using e.g. “DSP engines”
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Programming our Versal board, first steps
● Our VITIS has Prime 1202 support, however there is no VPK120 platform

(which is the first thing you would have to select in a project)
● I decided for now to start development using VCK190 platform

(needs to be adapted later) and running the “AI Engine Emulator” 
(but not the “X86 Simulator”)

● VITIS download and installation takes up to ~60 hours
● Installation gets stuck in Ubuntu 22.04, 

endless loop in "Generating Device List" (no error message)
solution:
sudo apt-get install libtinfo5
sudo apt-get install libncurses5

● There are three flavors of VITIS:
1. VITIS “unified” (black GUI, modern style)
2. VITIS “classic” (grey GUI, reminds me of Microsoft Windows GUI)
3. VITIS “console”
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1. Test of VITIS unified
● VITIS unified has example projects, but there is no matrix multiplication
● Other examples, e.g. GMIO_bandwidth example project works out of the box 

(GMIO connects AI Engines and the logical global memory ports of a hardware 
platform design)
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1. Test of VITIS unified
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1. Test of VITIS unified 
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1. Test of VITIS unified
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2. Test of VITIS classic
● AMD University Program AI Engine Tutorial

https://xilinx.github.io/xup_aie_training/index.html
● Matrix multiplication (16 x 8) x (8 x 8)
● Integer and floating point
● examples run only in “classic” (opening in VITIS unified gives error message)
● Warning when opening (deprecated), but build project successful
● Run with trace (for result visualisation), but classic vitis_analyzer (classic) 

crashes sometimes when opening the trace files, but they can be opened 
with vitis_analyzer (unified)

https://xilinx.github.io/xup_aie_training/index.html
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2. Test of VITIS classic
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2. Test of VITIS classic

!
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2. Test of VITIS classic
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2. Test of VITIS classic
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2. Test of VITIS classic
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2. Test of VITIS classic
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2. Test of VITIS classic
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3. Test of VITIS console
● Runs ai-compiler in terminal
● Example: importing an PyTorch NN
● Requires Docker; many problems in Ubuntu installation
● RESNET50: CNN with 50 layers and 3x3 filter
● Task is image processing; 

AMD provides example images for download with wget
● I was able to reach the final point of hardware deployment

(but, as mentioned, my hardware platform is incorrect)
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3. Test of VITIS console
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Test of VITIS console
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Conclusion and next steps
● Board arrived only a few weeks ago; testing just started
● Need to solve the hardware platform support problem 

(VPK120 instead of VCK190)
● Then repeat timing measurements 

for matrix multiplication on hardware
(hoping that 1250 MHz is correct frequency)
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