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Introduction

 

✔ Ensuring these aspects are maintained involves continuous calibration, real-time monitoring, 
efficient data filtering, and robust error-checking mechanisms within the DQM system

 

 Data Accuracy  Error Check

Precision of the 
recorded 

measurements

For data coming from our Belle II detector, how can we determine if it is reasonable and usable for our 
physics research? What criteria should we use to assess this?

 Data Completeness

Inclusion of all 
necessary events 
and parameters.

 Data Consistency

Uniformity in the 
data recording 

process.

Feedback on Data 
Corruption or loss

� In the Belle II experiment, each sub-system group maintains its own set of metrics and observables to evaluate the overall 
quality of a given run. Based on this evaluation, runs are classified as Good, Bad, or Recoverable.

https://rundb.belle2.org/webview/runs/



Eventually serves for good data

Helps in fixing hardware & software problems

Feedback to accelerator & sub-systems group

Sets a good baseline for offline analysis

Tuning based on physics performance

Features of DQM

Good detector performance



Data Flow in Belle II

Output of HLT (low-level information, 
timing, triggering etc.) and Express 
reco (w/ PXD and further 
reconstruction-related) are monitored 
for DQM.

• ~3800 histograms from HLT, 41 MB (6.5 
MB in file) 

• ~7900 histograms from ERECO, 88 MB 
(16 MB in file)

The numbers here are from end of Run 1 (2022). 
The number of histograms have been increased to >10k from ERECO after LS1!
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https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=10061490


DQM Pipeline

 

Software Stack

Backend
Frontend

DQM Server

histogram server

Histogram Analysis

Webpage
HLT
ERECO
PHYS ERECO

Canvas.root

HLT ERECO

ERECO PHYS ERECO
GbE network

Data Flow

Histos.root

Belle II Alarm Monitoring System

https://github.com/root-project/jsroot/


DQM for the KLM Detector of Belle II



Data Processing & Analysis for KLM

Histograms are filled for DQM.

1. KLMDQM: timing, occupancies 
,TRG.

2. KLMDQM2: efficiencies ( to fill 
extrapolated hits and matched hits 
from muon tracks.)

DQM histo analysis modules which 
perform fit for various quantities.

1. DQMHistAnalysisKLM

2. DQMHistAnalysisKLM2: compute 
efficiencies mainly

Display histograms
Monitoring Alarms

Analysis on DQM ServerDQM Modules

basf2
Part of nominal online processing (HLT/ERECO)

root

EPICS

DQM Web Server

JS

EP
IC

S

Sub-system EPICS 
config. file

Subsystem web 
page config. file

Contains EPICS PVs, limit for alarms, 
details of reference histograms Webpage panel content 

and layout

Maintained by Sub-system 
DQM Expert

Maintained by Expert Shifters
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Observables
What observables should be included in KLM DQM to effectively monitor 

hundreds of readout channels and the changing detector conditions on a 

minute-by-minute basis?

Real-time Monitoring – Continuously monitor readout channel

Hit maps for all KLM sectors 



Observables
What observables should be included in KLM DQM to effectively monitor to 

hundreds of readout channels and changing detector conditions on a 

minute-by-minute basis?

Dynamic Condition Updates – Time slice delta histogram analysis



Observables
What observables should be included in KLM DQM to effectively monitor 

hundreds of readout channels and changing detector conditions on a 

minute-by-minute basis?

Automated Alerts – List of PVs & their alarm threshold

Data Visualization – Colorize histograms to visual 

alert systems, labels, & thresholds



Observables
What observables should be included in KLM DQM to effectively monitor 

hundreds of readout channels and changing detector conditions on a 

minute-by-minute basis?

Historical Data Analysis – Trend Plots (Mirabelle)



Observables
What observables should be included in KLM DQM to effectively monitor 

hundreds of readout channels and changing detector conditions on a 

minute-by-minute basis?

User-Friendly Interface – Simplify monitoring and interpretation

☑ Fitting
☑ Efficiency Checks
☑ Overlay with reference plot



Approach



Examples



Recent Developments
• Common functionality within the framework to save work on detector developer side.
• Recent changes will enhance the ability to flag run quality directly from 2D efficiency 

plots.

• Use configuration file for settings, limits and EPICS (high level abstraction).

• Efforts are put to optimize plot ranges for directly obtaining significance.

Future Improvements
• Background Monitoring
• Finer granularity (Monitoring of each channel to better debug problems)
• Better Anomaly Detection (Use of some ML techniques).

• Faster Reactions (Automatic actions)

• Still requires improvement to defined actions clearly.





Backup



Approach

Analysis
 Involved



Example
dqm/analysis/modules/src/DQMHistAnalysisExample*.cc


