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Disclaimer

This tutorial is not meant to teach you machine learning algorithms. Rather, I will 
focus on making you all comfortable with the idea of it, so that you can any of 
these tools intuitively with minimal efforts.

Some of these slides have been taken from some other tutorials in the past, and I 
am thankful to those.
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Some useless sophisticated 
jargon…



In simpler terms…

● MVA is the analysis of relations between multiple different kinds of 
observations to infer/predict some properties of the underlying event.

● More simpler terms: Machine learning.
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MVA: understanding the goal

● MVAs are tools to solve a particular problem.

● It is VERY important to understand and analyse your problem for structures 
and patterns that can be exploited for solving it. (See Rahul’s talk on 
continuum suppression).

● We consider two types of problems.:
○ Classification (inference)

○ Regression (prediction)

● From hereon, we will use the term MVA to refer to any of the machine learning 
models used to solve these two problems.



ML: details

● Art of creating statistical model of data with predictive power over quantities of 
interest.

● This is basically equivalent to fitting a dataset with some function of input 
variables with a fixed number of parameters (f(X, ⍵)).

○ X is the set of input features, ⍵ is the set of model parameters.

● Universal approximation theorem: For each function there exists a neural 
network that can predict that function.

○ Guarantees existence, not discovery.



MVA structure



Input features

● This is the information which is always known to you, both while training and 
application.

● The MVA finds patterns within these features to predict the target variable.

● Choice of input feature varies according to your goal and constraints (eg. 
correlation with other variables etc.)



Loss Function

● The average loss, R(⍵) , defines a “landscape” 
in the parameter space of the model f(X, ⍵).

● The Goal: find the lowest point in the 
landscape defined by an infinite amount of data 
by navigating the landscape defined by a finite 
amount of data.

● This judges the quality of the output from the model and helps direct the model 
towards to improve its prediction.

● More formally, the model attempts to find parameters that minimise the loss 
function.
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Common loss functions



Different Models

Decision Trees Neural Nets

ML Models

● Random Forest
● Boosted DTs

● DNN
● GNN
● CNN
● RNN
● Transformers



Neural Nets



Linear Algebra basics

● Multiplication of two matrices M1(n,m) and M2(m,p) is M3(n,p).

● Addition of two matrices M1(n,m) and M2(n,m) is element-wise addition M3(n,m).

● Transpose of a matrix M1(n,m) is M2(m,n): M1(i,j) = M2(j,i)

● Aggregation: reduction of matrix size.
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Congratulations! You now know all the 
maths behind Machine Learning!



Neural Net from scratch

● Input is a vector (1xn)

● Create a series of matrices to 
multiply to the input.

● The last matrix is an aggregator 
(mx1) which gives the output value.

● Profit??

4x3 3x1
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● Well, yes and no.

● What will happen if all the input features are 0?

○ Solution: add a bias term.

● Everything is linear.

○ Solution: activation function.

Congratulations, you 
have a random garbage 

generator.



But how does it learn?

● What we have seen so far is a feed forward neural network. 

● Loss function: the brain of any neural network!

● Back propagation: Iteratively propagate error and update weights throughout 
the network via SGD.



Hands On Session

● Train a classifier for continuum suppression using xgboost.

● Train a classifier for continuum suppression using Neural Networks.



Challenge

● Train the best model with the given dataset with < 15% correlation with both 
Mbc and deltaE.

● The model will be evaluated by us in an unknown dataset. Winner gets a 
prize!



https://www.youtube.com/watch?v=dKu911Zveb0


