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The Central Drift Chamber (CDC) of Belle II D

<o

The Belle II Detector
The CDC EBiom

stereo layer

~2.4m

// \ 4 stereo

5 axial \\ /

super __ | o super

layers x layers a1 layer
~12m ) ~16cm

Track Segment (TS) Track Segment Hit

(a) Super Layer 0 (b Super Layer 1.8 (@) Super Layer 0 (b) Super Layer, 1-8
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The Old L1 Trigger Pipeline D

o

o Present implementation — 2DFinder and Neuro Trigger on separate FPGA boards Selle I

@ The available latency for the Neuro Tracker is just 300ns

‘ Stereo TS

[ CDC ]—" Merger }—" TSF A;ﬂsa]‘ 2D Tracker ‘ 3D Tracker }—>
‘ Stereo TS Neuro Tracker '—v

L1 Trigger

[ ECL ]—v‘ 4x4 Trigger Cell }—,‘ Merger ‘ Cluster Finding }
Energy Sum

Global Decision Logic (GDL)

[ TOP ]—»‘ Hit }—»‘ [Ex— Matching}
[ KLM ]—»‘ Hit }—»‘ Cluster Binding }

Global Reconstruction Logic (GRL)

~ Hus after beam crossing
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The Neural Network D
<O

z-Vertex and polar emission angle prediction with a neural network: T
elle

2D track + Stereo TS = z + 6 prediction (Current Network: One hidden layer with 81 nodes)

input layer hidden layer —___ NN2D Cut=15cm
104 z-Resolution
15
“ >
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g 20|
3
Z.
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—40 —20 0 20 40 .
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Z2q [cm] Az em]

— z-cut of £15cm used

Single-Track-Trigger: Low multiplicity trigger activated if the momentum is above 0.7 GeV
(S. Bahr et al., arXiv:2402.14962)
1

/] sin(@) 0.3 BT = 07 GV

p[GeV] = o
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Preprocessing for the L1 Neural Network Trigger D

<o

Belle I

From the track finding (Hough transformation) we get: ’w = £1/r2q and ¢g

Y . . .
With the TS information
/' ¢wire, Nwire; TSLy, OLR, td,wire
Dy we can calculate:
tq ,
. (1rsL
\ = arcsmm| ———
0 \
a rsL, 2 a4
\ raq do —
\ . 0 o
\ Qrel = (Z)Wire — Nwire *
27
NI \
< /' \ .
tqg = OLR * (td,wire - td,min)
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Problems with the L1 Neural Network Trigger -D

o

o "Feed-Down" effect: Background tracks — Vertex tracks Belle IT

o High number of 2D track candidates from the 2DTracker when the background is high
—> Many Fake-Tracks using stereo background hits

z0 reco vs z0 nnhw

nnhwZ0vsRecoZ0

100 Entries 2567685
Mean x 38.23

StdDevy 32.56

nnhw Track z[cm]
(&)
o

o
L D L L L L

-1 | I I |
0—01 50 -100 -50 0 50 _ 100 150
reco Track z[cm]
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The New L1 Trigger Pipeline D

o New implementation — 3DFinder and Neuro Trigger on the same (new) FPGA board (UT4) ST

o The available latency for the Neuro Tracker is increased to 700ns

@ Neural networks with three or four hidden layers are possible

Stereo TS

[ CDC ]—" Merger }—*‘ TSF }ﬂ" 2D Tracker }—[ 3D Tracker }—*

‘ Total:
St‘fe“ Stereo TS Neuro Tracker '—v ~ 25 UT4
Axial TS
4»‘ 3DHough + DNN Tracker }—»
L1 Trigger

[ ECL ]—»‘ 4x4 Trigger Cell }—»‘ Merger }—»‘ Cluster Finding + Energy Sum }—»

[ TOP ]—*‘ Hit }—»‘ Pattern Matching }
[KLM ]—»‘ Hit }—»‘ (ki Miadliog }

Global Decision Logic (GDL)

Global Reconstruction Logic (GRL)

~ Hus after beam crossing
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Extension to 3D: The 3DFinder D

o

New curve parameter: Polar angle § = 3D-Hough space Belle IT

e 9 bins in @ € [19,140]°, 384 bins in ¢ € [0, 360]°, 40 bins in w  ¢- py', pr € [0.25,10]GeV/c

Vertex assumption: The track originates from (z, y, z) = (0,0,0) (IP)

(a) 6-bin 0 (b) 6-bin 3 (c) 6-bin 6
0 0 0
10 10 10
k=i 8 k=
< 20 <20 <20
3 3 3
30 30 30
170 190 210 230 250 270 170 190 210 230 250 270 170 190 210 230 250 270
@-bin ¢-bin ¢-bin
| — | — | —

0 10 20

(=]
[
(=]
¥
=]

0 10 20

—> Intersection point yields w, ¢ and 0
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Clustering Algorithm in 3 Dimensions D

Original algorithm (Sebastian Skambraks): DBSCAN QB'%
Impossible to implement on an FPGA Fixed shape:
(non-deterministic length = latency not fixed)

Update: A new clustering option implemented in basf2:
Fixed Volume Clustering

Three steps, repeated iterations times:

o Step 1: Global maximum search on Hough space
o Step 2: A fixed shape is put around the maximum

> The weights in this shape are added up (total weight)

> If total weight > mintotalweight and peak weight > )
minpeakweight the cluster is saved ke

> All hits (TS) are extracted and have to pass two TS cuts

e Step 3: Cells around the global maximum are set to zero _ ‘
(“Butterfly-Shape” cutout) oo oo
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Real Data Analysis: Experiment 26 Single Track Events D

o

e Very high backgrounds were observed shortly before the long shutdown Belle I

o The Hough spaces contain a lot of fake track segments

6-bin 3: Exp. 26, run 1832, HLT1, 00005, event 79 (comp)

0
40
10
30
i 20
20
30 0
0

¢-bin
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Introducing a Cut on the ADC Count D

o

@ A cut on the ADC count of the wires has been made possible by the new UT4 boards Belle IT

(a) 6-bin 2: No adccut

0

—— Vertex Fake Cut = 15

Scaled counts
-10%

0 50 100 150

(b) 6-bin 2: adccut=10 L

0

Number of Tracks

0 | | | |
50 100 150 200 250 300

ADC Count

=—> Reduction of noise using a cut on the ADC count
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FPGA Implementation

Timo Forsthofer (master’s thesis, next presentation):

—— Aznn Double Gaussian Side Gaussian
(a) Azsq: Standard Network (b) Azzq: 3HL network
104 -10*
4.0 T T 4.0
! N3q = 273701 Ns3q = 273701
@2 35 | Fcore = 3.33 g 351 core = 0.87
% 3.0 - : }Tbcore: —0.15 % 3.0 - Heore = —0.29
& | Fsido = 9.24 & Oside = 3.48
T o2 i %;Side: 1.34 o 23T Hside = 0.25
C 20F | ‘ © 20F
5 ‘ ‘ 5
@ 1.5 : : @ 1.5 -
= ! ! =
= 1.0 : : = 1.0
Z05 | | Z 05
0.0 I 1 | S I 0.0 I I S| I
—40 —20 0 20 40 —40 —20 20 40
AZ3c1 = 23d — Rreco [Cm] AZ?)d = 23d — <reco [Cm]

=—> Cut reduction from +15cm to less than +10cm possible due to better resolution
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Rejection vs. Efficiency of Different Network Architectures D

Rejection

<o

Timo Forsthofer (master’s thesis, next presentation): Belle II

0.7 1

0.6 1

0.51 e Deeper neural networks are
considerably better than wide neural

0.4- networks

0.3 @ The performance is restricted by the
limited input (Only 9 TS at the most)

0.2 1

0.90 0.92 0.94 0.96 0.98 1.00
Efficiency
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Efficiency on Real Single Track Events

Efficiency for single track events: Cut at £10cm

D
Do

Belle I

adccut ‘ Efficiency 3D  Efficiency 2D
No Count 94.1% 94.0%
10 Counts 96.3% 95.3%
Fake-Rate for all found tracks:
adccut ‘ Fake-Rate 3D  Fake-Rate 2D
No Count 13.1% 31.6%
10 Counts 5.8% 13.5%

But: Neural network not trained for 3D candidates at the moment (see presentation by Timo Forsthofer)

Simon Hiesl (Ma

r student LMU)
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Conclusions and Next Steps
Using the 3DFinder has multiple advantages over the present 2D
model with additional stereo TS selection:
o Automatic suppression of tracks outside the interaction region
(candidates implicitly originate from the IP)
o Better track segment selection = Better resolution

e Implementation of track finding and network computation on
the same FPGA board = Deep neural networks

o Smaller Fake-Rate

Number of Tracks

o Higher efficiency

Currently:
o Implementation of the 3D Hough method on UT4 FPGA

boards (Kai Unger)
e Improved neural network architecture (Timo Forsthofer)

e Retraining with unbiased data from the new data taking

Simon Hiesl (Master student LMU) Upgrade of the Neural Network Track Trigger
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Neuro-3d
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Preprocessing of the Network Input: Track Finding D
o

Which TS belong to a real track? Belle IT
TS selection using a two-dimenisonal Hough transformation:
e Axial hit in CDC (TS) gets transformed to a curve in parameter (Hough) space

o Intersection point yields the track parameters ¢ and 124 x pr

geometrical space parameter space

7 3

The Neuro Trigger has been running since January 2021 years with remarkable success.

Jo sf.2 st.4 SE6 SLE

Sum====nuld]

— 2D track candidate
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Background Suppression of Monte Carlo D

<o

Belle IT
—— Reco Neuro-2d Neuro-3d
1000
Nreco= 74,775
) N- = 63,206
v 2d ,
= 800 1= Niq = 40,738
& Il
o Promising results from Particle Gun = 600 |
single tracks (zreco € [—100,100] cm) B
[
@ The number of found tracks falls 2 400
quickly with large |z| g
= 200 -
Z
! ! ! \

0
—150 —100 —50 0 50 100 150
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D
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Belle I

Parameter optimization did not sufficiently solve the following problems:

@ Resource heavy on the hardware, non-deterministic length, difficult to implement

o Clusters can get very large = Very bad resolutions for some tracks

o Very high fake rates when using nominal phase-3 background (3 fakes for 1 signal)

(a) Cut at 10% (b) Cut at 20% (c) Cut at 30%

0-bin

0-bin

$-bin
0 0.2 0.4 0.6 0.8 1
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Cluster Statistics: Average cell weights
(b) weight > 30 Belle I

(a) weight > 30

6-bin

0-bin

Figure: The average cluster weights (10000 clusters) above a weight of 30: (a) Real tracks with nominal phase-3
background, (b) Fake tracks from only nominal phase-3 background.

New idea: Fixed cluster shape clustering
01.10.2024
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Monte Carlo Single-IP Tracks

e 10000 single IP tracks

o The efficiency and resolution are high with the fixed volume clustering (plot (c)):

Number of Tracks

— Az

Gauss Fit

(a) Azyq 2DFinder
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I I I 1 I
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—60 —40 —-20 0 20 40 60 80
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300
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(b) Az;y DBSCAN

L sten I e L L

0
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(c) Azsq Fixed Volume

| Naq = 9915
K ot = —1.22

0 Il L L Il Il Il

—80 —60 —40 —20 0 20 40 60 80

Az3q = 234 — Zreco [CM]
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Nominal Phase-3 Background Studies

D
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o Very high fake rates are observed = Solution: Cut on the number of hit super layers

0.9
0.8
0.7
0.6
0.5
04
0.3

0.1
0.0

—— all track segments

(a) Real Tracks

unique track segments

(b) Fake Tracks

Background rate per event (10000 neutrinos):

Clustering | minhits minsuper ‘ Nt
DBSCAN 4 0 29424
DBSCAN 6 0 11350

Fixed Volume 5 5 783

Number TS

05
[ N =10,000 N =10,000
Yt = 9.19 patr =581
r Juni = 8.79 < 04r Juni = 3.49
r 2
L = 03
>
r Iy
< o2f
L =
01
TRPRRSRISON i | |5 S OO\HHHm*Dm*HH
01234567891011121314 01234567891011121314

Number TS
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e Default DBSCAN: 290%

e Fixed Volume with minsuper = 5 cut: 6%
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