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The Central Drift Chamber (CDC) of Belle II
The Belle II Detector

The CDC
3.2. Belle II Geometry
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Figure 3.8.: Illustration of the alternating SL configuration in the CDC. Five axial SL
are inclined with four stereo SL with a twist w.r.t. the z-axis.

Central Drift Chamber - CDC

The Central Drift Chamber (CDC) is the main tracking device of Belle II [21, 56]. It
is a wire chamber containing 14336 sense wires oriented closely parallel to the z-axis
with 42240 field wires in between, creating a high voltage electric field. Charged
particles traversing the CDC volume ionize the gas molecules, where the volume is
filled with a special gas mixture of 50 % Helium and 50 % Ethan. The electric fields
accelerate the free electrons from the field wires towards the sense wires, where the
constant pressure in the gas admixture assures an almost constant drift velocity. In
contrast to a Geiger counter, a complete ionization of the gas is avoided by operating
the CDC at a lower voltage; only in the close vicinity of the sense wires, the electrons
pick up sufficient energy to ionize further gas molecules on their way. Due to this
so called Townsend avalanche [57], a measurable amount of electrons arrives at the
sense wires.

The drift time is the difference of the time of the measured signal at a sense wire
relative to the time of the initial ionization. Due to the almost constant drift velocity
of the electrons in the gas admixture, the drift time is an important distance measure
of a track to a wire. This xt-relation is illustrated in Fig. 3.9.

The sense wires are arranged in 56 layers, where six to eight neighboring layers
of sense wires with the same orientation are combined into nine Super Layers (SLs).
Five axial SLs (A) consisting of wires parallel to the z-axis, are inclined with four
stereo SLs of wires with different stereo angles with the z-axis (U, V). In short, the
orientation of the SLs is AUAVAUAVA [21]. Fig. 3.8 shows a sketch of the alternating
SLs and their orientation. The stereo angle ranges of the wires in the stereo SLs are
listed in Tab. 3.3. An illustration of the φ-shifted stereo wire mounting positions and
the relation to the stereo angle is illustrated in Chapter 5 in Fig. 5.6. These stereo
angles enable a 3D track reconstruction with the CDC. Further discussions on the
geometrical symmetry of the wires can be found in Sec. 5.2.3.

The innermost axial SL (A) contains eight axial layers, all other SLs contain six
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The Old L1 Trigger Pipeline

Present implementation → 2DFinder and Neuro Trigger on separate FPGA boards

The available latency for the Neuro Tracker is just 300ns
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The Neural Network
z-Vertex and polar emission angle prediction with a neural network:

2D track + Stereo TS =⇒ z + θ prediction (Current Network: One hidden layer with 81 nodes)
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are reconstructed offline solely in the vertex detectors, with a minimum of CDC wire
planes, insufficient to set a wire trigger. Such reco tracks typically correspond to charged
particles with very shallow polar emission angle or very low transverse momentum.
Concerning the z-resolution of the neuro tracks, a first look at the peak at z = 0 shows
a resolution definitely better than 10 cm, demonstrating the readiness of the z-Trigger
for background rejection from outside of IP.

In fig. 8 one observes a clear difference in the fraction of tracks coming from regions
outside of the interaction point (IP): In Exp. 16, in the beginning of the luminosity
runs of the year 2021, the neural trigger was not yet activated. The charged particles
were triggered by the standard 2D system, and the machine background was quite large
compared to the running in 2020. Since the total trigger rate was close to the DAQ limit
at that time (spring 2021), the z-Trigger was switched to active in Exp. 17, requiring a
z-cut of 20 cm for all track triggers. The result was an impressive suppression of track
triggers outside the IP (see right plot in the middle row), reducing the track trigger rate
by roughly a factor of 2.

During the fall of 2021 the instantaneous luminosity was steadily increased, accom-
panied by a strong increase of background. With the beam currents raised above 1000
mA (800 mA) for the positrons (electrons), the luminosity had reached a new record
of 3.8 × 1034 cm−2s−1. However, there were also some shorter run periods where the
background conditions for the trigger were less severe. As an example, the data from
the end of the data taking (December 2021) is shown in the last row of fig. 8. Here
one observes a reduced contribution from large z, caused by the favorable background
conditions in the SuperKEKB accelerator.

40 20 0 40
z [cm]

0

10

20

30

40

Co
un

ts
 (×

10
3 )

Data
Total Fit
Core Gaussian 
(µ=0.5, =4.7)
Secondary Gaussian 
(µ=-2.0, =8.8)

20 40 20 20 40
z [cm]

0

10

20

30

40

50

Co
un

ts
 (×

10
3 )

Data
Total Fit
Core Gaussian 
(µ=-1.3, =3.1)
Secondary Gaussian 
(µ=2.8, =8.9)

0

Figure 9: Difference of the z-positions between the reco track and the associated neuro
track, in [cm], for Exp. 16 (initial FANN training) and Exp. 24 (presently used Pytorch
training). The distributions are fitted with double Gaussians (see text).

Despite the short periods of “low” background before the break for the Long Shut-
down (LS1) in June 2022, it became clear that the neural trigger should learn to cope

17

=⇒ z-cut of ±15 cm used

Single-Track-Trigger: Low multiplicity trigger activated if the momentum is above 0.7 GeV
(S. Bähr et al., arXiv:2402.14962)

p[GeV] =
1

ω[1/m] sin(θ) 0.3 B[T]
≥ 0.7 GeV
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Preprocessing for the L1 Neural Network Trigger

From the track finding (Hough transformation) we get: ω = ±1/r2d and φ0
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we can calculate:
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)

td = σLR · (td,wire − td,min)
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Problems with the L1 Neural Network Trigger
"Feed-Down" effect: Background tracks → Vertex tracks

High number of 2D track candidates from the 2DTracker when the background is high
=⇒ Many Fake-Tracks using stereo background hits
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The New L1 Trigger Pipeline
New implementation → 3DFinder and Neuro Trigger on the same (new) FPGA board (UT4)

The available latency for the Neuro Tracker is increased to 700ns

Neural networks with three or four hidden layers are possible
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Extension to 3D: The 3DFinder
New curve parameter: Polar angle θ =⇒ 3D-Hough space

9 bins in θ ∈ [19, 140]◦, 384 bins in φ ∈ [0, 360]◦, 40 bins in ω ∝ q · p−1
T , pT ∈ [0.25, 10]GeV/c

Vertex assumption: The track originates from (x, y, z) = (0, 0, 0) (IP)
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Clustering Algorithm in 3 Dimensions
Original algorithm (Sebastian Skambraks): DBSCAN
Impossible to implement on an FPGA
(non-deterministic length =⇒ latency not fixed)

Update: A new clustering option implemented in basf2:
Fixed Volume Clustering

Three steps, repeated iterations times:

Step 1: Global maximum search on Hough space

Step 2: A fixed shape is put around the maximum

I The weights in this shape are added up (total weight)
I If total weight ≥ mintotalweight and peak weight ≥

minpeakweight the cluster is saved
I All hits (TS) are extracted and have to pass two TS cuts

Step 3: Cells around the global maximum are set to zero
(“Butterfly-Shape” cutout)

Fixed shape:
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Real Data Analysis: Experiment 26 Single Track Events
Very high backgrounds were observed shortly before the long shutdown

The Hough spaces contain a lot of fake track segments
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Introducing a Cut on the ADC Count
A cut on the ADC count of the wires has been made possible by the new UT4 boards
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=⇒ Reduction of noise using a cut on the ADC count
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FPGA Implementation

Timo Forsthofer (master’s thesis, next presentation):

N3d = 273701
σcore = 3.33
µcore = −0.15
σside = 9.24
µside = 1.34
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(a) ∆z3d: Standard Network
∆znn Double Gaussian Side Gaussian

N3d = 273701
σcore = 0.87
µcore = −0.29
σside = 3.48
µside = 0.25
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(b) ∆z3d: 3HL network

=⇒ Cut reduction from ±15 cm to less than ±10 cm possible due to better resolution
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Rejection vs. Efficiency of Different Network Architectures
Timo Forsthofer (master’s thesis, next presentation):
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Deeper neural networks are
considerably better than wide neural
networks

The performance is restricted by the
limited input (Only 9 TS at the most)
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Efficiency on Real Single Track Events

Efficiency for single track events: Cut at ±10 cm

adccut Efficiency 3D Efficiency 2D
No Count 94.1% 94.0%
10 Counts 96.3% 95.3%

Fake-Rate for all found tracks:

adccut Fake-Rate 3D Fake-Rate 2D
No Count 13.1% 31.6%
10 Counts 5.8% 13.5%

But: Neural network not trained for 3D candidates at the moment (see presentation by Timo Forsthofer)
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Conclusions and Next Steps
Using the 3DFinder has multiple advantages over the present 2D
model with additional stereo TS selection:

Automatic suppression of tracks outside the interaction region
(candidates implicitly originate from the IP)

Better track segment selection =⇒ Better resolution

Implementation of track finding and network computation on
the same FPGA board =⇒ Deep neural networks

Smaller Fake-Rate

Higher efficiency

Currently:
Implementation of the 3D Hough method on UT4 FPGA
boards (Kai Unger)

Improved neural network architecture (Timo Forsthofer)

Retraining with unbiased data from the new data taking

Nreco = 74,775
N2d = 63,206
N3d = 40,738
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Backup
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Preprocessing of the Network Input: Track Finding
Which TS belong to a real track?

TS selection using a two-dimenisonal Hough transformation:

Axial hit in CDC (TS) gets transformed to a curve in parameter (Hough) space

Intersection point yields the track parameters φ and r2d ∝ pT

58 5. 2D Track Finding
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Figure 5.5.: Hough transformation of a circle. There are two crossing points, one for
positive and one for negative curvature. The positive curvature result
corresponds to a track going clockwise around the circle, the negative
curvature corresponds to a track going counterclockwise with opposite
starting direction ϕ0.
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Figure 5.6.: Outgoing tracks through a given point correspond to the part of the Hough
curve with rising slope.

60 5. 2D Track Finding
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Figure 5.7.: Left: Construction of the Hough matrix. The parameter space is covered
with a grid and the number of lines in each cell are counted. Lines from
the same superlayer are only counted once. Right: The Hough matrix as a
histogram. Cells above a given threshold are peak candidates.

a rising slope. The center of the cluster gives an approximation of the crossing point
and can be found by averaging the center coordinates of all cells in the cluster.

Note that the definition of a peak candidate is independent of the surrounding
cells. For example, for a peak threshold of four, a cell with lines from four different
superlayers is a peak candidate even if it is connected to a cell with five lines. This
allows to evaluate all cells in parallel to find peak candidates. To get only local
maxima it would be necessary to check not only direct connections, but also indirect
connections, like neighbors of neighbors. It turns out that the performance does not
improve enough to justify the additional complexity.

Figure 5.8.: Peak candidates are combined to a cluster if they are connected over a
cell edge or over the top right to bottom left corner. Left: The center cell is
connected to the six shaded cells. Right: Two clusters of peak candidates,
not connected to each other. The center of each cluster is marked with a
dot.
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=⇒ 2D track candidate

The Neuro Trigger has been running since January 2021 years with remarkable success.
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Background Suppression of Monte Carlo

Promising results from Particle Gun
single tracks (zreco ∈ [−100, 100] cm)

The number of found tracks falls
quickly with large |z|

Nreco = 74,775
N2d = 63,206
N3d = 40,738
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Parameter optimization did not sufficiently solve the following problems:

Resource heavy on the hardware, non-deterministic length, difficult to implement

Clusters can get very large =⇒ Very bad resolutions for some tracks

Very high fake rates when using nominal phase-3 background (3 fakes for 1 signal)
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Figure: The cut percentage defines how often (on average) a cell was present in the clusters.
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Cluster Statistics: Average cell weights
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Figure: The average cluster weights (10000 clusters) above a weight of 30: (a) Real tracks with nominal phase-3
background, (b) Fake tracks from only nominal phase-3 background.

New idea: Fixed cluster shape clustering
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Monte Carlo Single-IP Tracks

10 000 single IP tracks

The efficiency and resolution are high with the fixed volume clustering (plot (c)):
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(a) ∆z2d 2DFinder

∆z Gauss Fit

N3d = 9922
σgau = 3.09
µgau = −1.02
σtot = 11.77
µtot = −2.90
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(b) ∆z3d DBSCAN

N3d = 9915
σgau = 2.92
µgau = −0.98
σtot = 4.41
µtot = −1.22
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(c) ∆z3d Fixed Volume
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Nominal Phase-3 Background Studies

Very high fake rates are observed =⇒ Solution: Cut on the number of hit super layers

N = 10,000
µall = 9.19
µuni = 8.79
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(a) Real Tracks
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N = 10,000
µall = 5.81
µuni = 3.49

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0.0

0.1

0.2

0.3

0.4

0.5

Number TS

N
tr

ac
ks
/N

to
ta

l

(b) Fake Tracks

Background rate per event (10 000 neutrinos):

Clustering minhits minsuper N all
3d

DBSCAN 4 0 29 424
DBSCAN 6 0 11 350

Fixed Volume 5 5 783

Default DBSCAN: 290%

Fixed Volume with minsuper = 5 cut: 6%
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