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Extended Input

New hardware after LS1 makes use of all track segment wires possible

Drift times of wires added to current input, -1 if wire is missed

No left/right information for non-priority wires

Wire pattern always consistent, so information about hitpattern can be extracted
4.1. The track trigger 45
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Figure 4.2.: Left: a track segment in the innermost superlayer consists of 15 wires in a
triangle configuration. The three innermost layers are not used because of
the high background level. Right: a track segment in the outer superlayers
consists of 11 wires in an hourglass shape configuration. The outermost
layer within each superlayer is not used. For each track segment three
priority wires are defined (1st priority, second priority Left and Right).

together with the priority timing. Note that the requirement for a track segment hit
guarantees that at least one of the priority wires is hit.

In addition to the timing, the track reconstruction modules receive a 2 bit left/right
state which denotes on which side of the wire the track passed. The left/right state
is determined from the hit pattern in the track segment and can be either left, right
or undecided. Undecided patterns include both realistic but ambiguous hit patterns,
where typically the track is very close to the wire, and unlikely hit patterns that can
only occur from the crossing of several tracks or background noise. Figure 4.3 shows
some examples of hit patterns and their respective left/right state.

The mapping from hit pattern to left/right state is determined from simulated tracks.
For each track segment hit, the hit pattern and the true left/right state are determined.
Then, for each pattern the number of hits with true left passage nL and the number

1st priority,
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2nd priority right,
passage undecided

Figure 4.3.: Examples of track segment hits with different priority ID and left/right
state. The priority cell is shown in green.

CDC

ECL

TOP

KLM

Merger TSF 2D Tracker 3D Tracker

Neuro Tracker

3DHough + DNN Tracker

4x4 Trigger Cell Merger Cluster Finding + Energy Sum

Hit Pattern Matching

Hit Cluster Finding

G
lo

ba
lR

ec
on

st
ru

ct
io

n
Lo

gi
c

(G
R

L)

G
lo

ba
lD

ec
isi

on
Lo

gi
c

(G
D

L)Stereo
+

Axial TS

Axial
TS

Stereo TS

Stereo TS

≈ 5µs after beam crossing

L1 Trigger

Total:
≈ 25 UT4

UT4

UT3

Timo Forsthofer May 3, 2024 2 / 16



Extended Input
Networks with 4x100 hidden nodes with the
standard 27 input nodes (DNN) and the new 126
input nodes (XI) compared to currently
implemented network (NN24)

For z-Cut at 15cm, Rejection Rates are 39.5%
(NN24), 44.0% (DNN) and 50.6% (XI), with
Efficiencies at 95.7% (NN24), 97.0% (DNN) and
98.2% (XI)
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Further Improvements

ADC-cut attenuates background and makes signal
tracks easier to identify (ADC)

3DFinder provides more accurate parameters and
already preselects tracks (3DF)

Network was reduced to 4x60 nodes with no
negative effect on performance

For z-cut at 10cm, 3DF gives lower rejection rate
(62.2% instead of 65.1%), as the 3DFinder already
filters out background that is then missing in the
statistics 0.90 0.92 0.94 0.96 0.98 1.00
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Optimized Extended Input

Drift times in non-priority wires not meaningful
without left/right information

→ Simply pass 1 if ADC-count above threshold, 0
else

Easier to implement into hardware and makes
bigger first hidden layers possible

No negative effect on performance
4.1. The track trigger 45
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Figure 4.2.: Left: a track segment in the innermost superlayer consists of 15 wires in a
triangle configuration. The three innermost layers are not used because of
the high background level. Right: a track segment in the outer superlayers
consists of 11 wires in an hourglass shape configuration. The outermost
layer within each superlayer is not used. For each track segment three
priority wires are defined (1st priority, second priority Left and Right).

together with the priority timing. Note that the requirement for a track segment hit
guarantees that at least one of the priority wires is hit.

In addition to the timing, the track reconstruction modules receive a 2 bit left/right
state which denotes on which side of the wire the track passed. The left/right state
is determined from the hit pattern in the track segment and can be either left, right
or undecided. Undecided patterns include both realistic but ambiguous hit patterns,
where typically the track is very close to the wire, and unlikely hit patterns that can
only occur from the crossing of several tracks or background noise. Figure 4.3 shows
some examples of hit patterns and their respective left/right state.

The mapping from hit pattern to left/right state is determined from simulated tracks.
For each track segment hit, the hit pattern and the true left/right state are determined.
Then, for each pattern the number of hits with true left passage nL and the number

1st priority,
passage left

2nd priority left,
passage right

2nd priority right,
passage undecided

Figure 4.3.: Examples of track segment hits with different priority ID and left/right
state. The priority cell is shown in green.
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Classification Node

Third output node is trained to 1 for |zreco |< 1cm
(signal), 0 for |zreco |> 1cm (background)

No longer good loss for prediction of background at
IP → background prediction more accurate and less
Feed-Down
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Classification Node

Newly trained network (Class) already better with
z-cut
Classification node quite neatly separates signal and
background
Wide range of different cuts viable
With cut at 0.5, Rejection Rate of 86.6% with
Efficiency of 97.9% possible

0.0 0.2 0.4 0.6 0.8 1.0
Neuro Class

103

104

105

106

0.90 0.92 0.94 0.96 0.98 1.00
Efficiency

0.0

0.2

0.4

0.6

0.8

1.0

Re
je

ct
io

n

Using Classification Cut
Class using z-Cut
3DF
NN24
Class-Cut=0.5

Timo Forsthofer May 3, 2024 7 / 16



Displaced Vertex Trigger: Motivation (Master Thesis Elia Schmidt)
Current CDC-Trigger is restricted to particles from
the vertex
Efficiency rapidly decreases with vertex
displacement
→ Need Displaced Vertex Trigger in order to
detect rare events with feebly interacting massive
particles (for example dark matter)

Institut für Technik der Informationsverarbeitung

dfd

Displaced Vertex

26.09.2024

[14Patrick Eckler; 2023 Belle II German Meeting

[14]

Kai Unger

MC model: https://doi.org/10.1007/JHEP04(2021)146

Figure 5.3: Efficiency of the STT against vertex displacement, calculated on simulated data
with light background conditions matching the early phase 3 running period. Plot used
with permission from Patrick Ecker, KIT.

2D track-finder and therefore also the STT assume tracks to come from a point along the
beam axis (that is, with coordinates (x, y) = (0, 0)), for displaced tracks, the z-impact will
be calculated as the projection of their ✓-component back to the origin. With the currently
very stringent z-cut set to 5cm, unless the tracks are exactly pointing back to the IP, they
are classified as background and rejected. With increasing beam background, the cut is
likely to be further decreased, lowering the iDM-detection rates even more. Lastly, the
momentum cut of the STT precludes interesting regions of iDM parameter space, as two
undetectable particles take away energy from the CDC tracks.

5.4 ECL-based Triggers
If there are no sufficiently clear CDC tracks, the ECL can provide crucial sensitivity to
trigger dark matter events. If neutral long lived particles have very large decay times,
they exit the CDC without decaying and therefore leave no wire hits. In this case, the
only way of detecting such events is by detecting initial state radiation and a large amount
of missing energy (i.e. mono-photon searches, described in section 3.2.2). The trigger
required for such a search is the so called hie - the high energy single cluster trigger.
Like the STT, it is a minimum bias trigger, since it requires only one ECL cluster. Due
to high background rates, a strict threshold on the total deposited energy in the cluster
must be imposed. In the present configuration, the hie requires clusters with an energy
exceeding 1GeV and is still at risk of being prescaled. The main background for the hie
is radiative Bhabha scattering, where an electron pair is produced in association with a
single photon. If the electrons are not reconstructed due to inefficiencies in the CDC or
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Preprocessing

Traditional Track Segment Finder (TSF) bad at detecting
shallow tracks → new TSF by Mark Neu
Look Up Table stores patterns indicative of signal tracks
ADC-cut applied after TSF to clean Hough matrix

Preprocessing

Traditional Track Segment Finder (TSF) bad at detecting shallow tracks → new TSF by Mark Neu

Look Up Table stores patterns indicative of signal tracks

ADC-cut applied after TSF to clean Hough matrix

Institut für Technik der Informationsverarbeitung

The Track Segment Finder must become sensitive to flat tracks

New Track Segment Pattern

Track Segment Finder

26.09.2024

Basic 5-er 9-er 12-er

Kai Unger
Institut für Technik der Informationsverarbeitung

Patterns are trained and saved in 
the look-up table

Patterns can be trained for 
different noise levels. 

LUT-9 and LUT-12 show the best 
results

Track Segment Finder

26.09.2024

[6] Kai Unger et all; „Data-Driven Design of the Belle II Track Segment Finder“ 

2023; Journal of Instrumentation,

[6]

Kai Unger
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MacroCells

100 MacroCells throughout the CDC

Parallel Hough Transformation for every vertex
assumption

Goal: Find two tracks with opposite charge
originating at the same vertex

Chapter 8

MacroCells

The displaced vertex trigger proposed in this thesis is a standalone system - it only needs
unprocessed CDC data and does not require additional information from other subdetectors.
If two tracks with opposite charges originate from a common vertex, the DVT should trigger
the event and output rough estimates of the vertex position and the track parameters.

Figure 8.1: Configuration of the MacroCells. 387 reference vertices are placed inside the
CDC and the inner region in accordance to the wire structure (light gray circles). In parallel,
they probe if two tracks could have originated in that region. MacroCells are subdivided
into two categories (green and red dots) based on the superlayer types.

65
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Selection of Best Vertices

Wrong vertex assumptions often give high Hough
peaks, but shape is very different

Addition of Hough matrices of all hits
computationally very expensive

→ Different approach needed

Figure 8.3: For the same event, Hough transforms are shown from the correct vertex position
(top right panel) and a random, far-away vertex (bottom right panel). The tracks are
obtained from simple peak-finding of the Hough matrix and are color coded to match the
peaks.

algorithm, the value of each pixel through which the hit curve passes is increased by one. In
other words, the hit curve has a weight equal to unity. In the modified Hough transform, the
hit curves are first weighted according to their distance to the assumed vertex. Conformal
mapping already necessitates the calculation of the vertex distance so using it to determine
weights does not add any new expensive computations. A weight function in the form of
a 3-bit look-up table is then applied to retrieve the corresponding hit-weight. Generally,
the closer a hit is to the vertex, the higher its weight should be, see figure 8.4. Lastly, the
pixel values in the Hough matrix are incremented by the weight of the hit curve rather than
simply by one. By setting all values in the LUT to unity, the original unweighted Hough
transform can be recovered. The Hough weights used in the final version of the DVT are
listed in table 6.1.

As a second measure, the hit curves corresponding to very close hits (i.e. hits closer

70
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Selection of Best Vertices

Hough matrix reduced to bitmap → very fast
calculation

Score is number of hits with small radii divided by
number of hits with large radii

Five vertex assumptions with highest scores are
selected and further processed

III: Optimization: Black & White HT

8

• Initial FPGA implementation for ONE vertex

• Bottleneck: Addition of ~80 1-bit Hough matrices

• Solution: „Black-and-White“ Hough transform

• Entire Hough matrix is only one bit 


• Many more MacroCells fit onto UT4 board 

score ≡ ∑
ω=5

+ ∑
ω=35

− ∑
ω=19

− ∑
ω=20

First Implementation Optimised Version

LUT 1039% 78%

DSP 100% 79%

Wrong vertex assumption Correct vertex assumption
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Neural Clustering

Best vertex assumptions from the previous step
analized more thoroughly

Start at peak and add direct neighbors to cluster

At most five iterations to ensure deterministic
computing time

Ten cluster parameters, such as track curvature and
2D opening angle, are calculated and passed to
neural network

Figure 9.1: 5-step iterative clustering algorithm in the Hough matrix. The red cells represent
Hough pixels that are part of the cluster. The initial seed (top left panel) is calculated with
a simple peak-finding algorithm and iteratively grown into a cluster. After 5 iterations
(bottom right panel) the process is truncated.

9.2 Cluster Parameters
Using a clustering algorithm instead of a threshold has the benefit that the true position of
the hit-curve intersection can be estimated to much higher accuracy. The position of the
highest peak is discrete due to the binned parameter space and its resolution limited to the
granularity of the Hough matrix. Calculating the center of gravity of the entire cluster, on
the other hand, allows the position to take values independent from the bin width. This
leads to a (Gaussian) track parameter resolution of �(') ⇡ 0.9� and �

�
r
�1

�
⇡ 0.1m�1.1

Note that the track fits used to calculate the resolutions were performed at the known MC
vertices, since the parameters are very sensitive to shifts of the reference vertex. This is
done to illustrate the precision of track finding with the clustering algorithm in principle.
Because of the rotational symmetry in the transversal plane, the ' track parameter is of
no particular interest for the neural network. The curvature, on the other hand, contains
information about the track momentum and is thus a useful variable. The complete set of
variables that are computed for each cluster is the following:

• Track curvature. Simply the 1
r -coordinate of the center of mass.

1the value is given in m�1 because the Hough matrix is linear in curvature, the inverse of the radius
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Neural Network

10 cluster parameters for each track, so 20 input
nodes

40 hidden nodes and one classification output node

Need to choose high neural threshold (here: 0.98)
to keep background rate low

10.2 Rejection Rate and Efficiency
The output distribution of the neural network is shown in figure 10.3. The neural threshold
is essentially a free parameter to be chosen according to the required background rejection
rate. The higher it is the more strict the condition for the trigger, leading to lower fake
rates at the expense of efficiency. As a side effect, increasing the threshold also increases
track parameter and vertex resolution as the neural network assigns higher scores to clean
events. For the purposes of this thesis, a fake rate of 1kHz is targeted, although this
number is somewhat arbitrary and open for change, depending on the hardware limitations
and the rates of concurring active trigger bits. The neural threshold is an elegant solution to
controlling trigger rates, avoiding to prescale the trigger. It has been an ongoing challenge
to simulate beam background reliably, including background tracks, ADC distributions and
event timing. The frequency of pure beam background events is hard to determine but at
the same time sensitively affects how open the DVT is allowed to be.

Figure 10.3: Output distribution of the neural network specialized on NP3 data. The neural
threshold (black line) at 0.98 determines the trigger decision and is set by the background
rejection condition.

The detector is not always live during a running period. Due to very high observed
backgrounds shortly after beam injections, an injection veto of the order 10

�3s is applied,
shortening the live time of the detector. Furthermore, after each trigger decision, the data
registers must be cleared before being able to record new events, adding a recovery time of
500ns after each trigger decision. The time during which a trigger is stopped from capturing
an event is called dead time, and it is planned to not exceed around 5% at nominal phase
3 running conditions at a trigger rate of 30kHz. Triggers are independent from each other
and their rates are orders of magnitude slower than the rates at which events take place at
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Results

Efficiency acceptable unless vertex displacement
too large
Vertex resolution sufficient for L1 trigger
Presently not optimizedV: New results

10

ω = x′￼⋅ cos θ + y′￼⋅ sin θ

x′￼≡
2x

x2 + y2
y′￼≡

2y
x2 + y2

• First network trained (very limited dataset and no optimization at all)

• Stronger in rejection than old algorithm (due to fewer MacroCells) 

• Need to determine precise rejection constraint

• Vertex resolution is satisfactory for an L1 trigger

displacements. A total of 1.7⇥ 10
5 signal and 2.0⇥ 10

5 pure background events with EP3
background conditions as well as 1.2⇥10

5 signal and 1.7⇥10
5 background events with full-

luminosity backgrounds were used for the full calculation. The effect of the neural threshold
on efficiency and background rejection is shown in figure 10.4. The performance on early

Figure 10.4: Efficiency against background rejection of the DVT under variation of the
neural threshold. Curves are shown for different background conditions as well as the value
corresponding to a fake rate of 1kHz (vertical line).

phase 3 is substantially better than on nominal phase 3 data, owing to the much larger
amount of background tracks in the high luminosity sample. For the low-background sample
(blue curve), the TS-finder works so well that in most pure background events, not enough
hits are present to even trigger any vertex candidates in the preselection step. Therefore,
the background rejection never dips below 90%, not even if the neural threshold is set to
0, explaining the end of the EP3-curve. For the case of NP3 (purple), this stopping point
is much lower and with the neural threshold set to 0, the rejection nears 20%. Evidently,
with a similar discriminatory power of the two neural nets, two very different end results
are obtained.

An almost linear correlation exists between the efficiency and the number of signal
hits on the weaker of the two tracks, i.e. the track that exhibits fewer hits. Even for
NP3 samples, the efficiency improves to 60% if both tracks have more than 15 signal hits
(equivalent to roughly 3 axial superlayers) after preprocessing by the TS-finder. Evidently,
the DVT performance is very sensitively dependent on the signal efficiency of the TS-finder
and suffers from the problem described in appendix B.1. As a rough approximation of the
degree to which this issue affects the overall performance, a cross-check is performed on
modified data with a manual background overlay, described in detail in appendix B.2. An
increase in efficiency of 25% is observed (red curve), confirming the hypothesis that issues
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Summary and Outlook

Neural Track Trigger fairly optimized and ready to be implemented

Future training on unbiased data (“f-stream”)

Displaced Vertex Trigger soon to be implemented, but optimization necessary

Compare „f_stream“ with (traditional) „neurotrigger“ 

HLT filtered
(trg data
scaled down
by 256!)

neuro-skim

(36 x HLT)

f_stream

67% of
neuro-skim

36 x
HLT

56% of
neuro-
skim

clear reason why we need f_stream sample strongly
the neuro skim !                                             enhanced by background !

this is ~ 1/2 
of Exp. 33

definitely
enough data
for retraining

Next: 
produce
training files

C. Kiesling, Neuro-Group Meeting, Sept. 17, 2024 4
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