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Preparation (Wednesday evening)
Setup of gbasf2

Introduction to the grid

Running your first gbasf2 jobs

Belle Il computing and data production

Submitting your analysis to the grid (work
with tutors during the workshop)

Bold = hands-on
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Prerequisites for hands-on

You should hopefully have completed the steps
given here:

https://confluence.desy.de/display/Bl/Computing+GettingStarted

To check go to:
https://dirac.cc.kek.jp:8443/

If you see your user name, you are all set.
A\

View desktop = JUserf@ belle ~ | Belle-KEK ~

If not, speak with a tutor now.
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https://confluence.desy.de/display/BI/Computing+GettingStarted
https://dirac.cc.kek.jp:8443/

Do you see your username?

€ oal kek.jp | ¥ a & A 9 =

| https:/dirac.cc.kek.jp:8443/ |

ODIRAC
\

View desktop = belle = | Belle-KEK = |\ \

View desktop ~ | matthi@ bele ~ | Belle-KEK -
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https://dirac.cc.kek.jp:8443/

Do you see your username?

Belle - DIRAC - Mozilla Firefox

) Belle - DIRAC ® |+

oal kek jp ] wBa ¢ A9 =

M

‘https //dirac.cc.kek.jp:8443/ ‘

Currently you will probably see a warning (browser
dependent), due to KEK not being recognised as a CA.
>

)

—— L |

View desktop = belle = | Belle-KEK =
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Converting p12 to PEM

Copy your certificate, e.g. myCert.pl2, to the computer (e.g. KEKCC) where you
will run gb2_proxy_init.

If this is the first time, you may not have the directory .globus, then make it:

mkdir -p $HOME/.globus

Extract the certificate. You need to execute the two commands to extract both
usercert.pemand userkey.pem:

openssl pkcsl2 -in myCert.pl2 -clcerts -nokeys -out
SHOME/ .globus/usercert.pem

openssl pkcsl2 -in myCert.pl2 —-nocerts -out
SHOME/ .globus/userkey.pem

You must set the mode of your userkey . pem file to read/write only by the owner,
otherwise voms-proxy-1init will not use it:

chmod go-rw $HOME/.globus/userkey.pem

Delete the myCert.pl2 file from KEKCC to avoid security issues.
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Installing gbasf2

This exercise assumes you will run gbasf2 on
KEKCC.

Only SL6 is supported (for gbasf2 client).
Make sure you do not have basf2 setup

You cannot run basf2 and gbasf2 from the same
terminal session.

If you automatically setup basf2
(i.e. source /cvmfs/.../b2setup release-04-0X-0Y)
on login, disable this now.
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Installing gbasf2

https://confluence.desy.de/display/Bl/Computing+GBasf2
mkdir gbasf2KEK

cd gbasf2KEK

wget -N http://belle2.kek.jp/~dirac/dirac-install.py
python dirac-install.py -V Belle-KEK

source bashrc # or cshrc if you use csh.
dirac-proxy-init -x # enter certificate password

dirac-configure defaults-Belle-KEK.cfg

$
$
$
$
$
$
$
$

source BelleDIRAC/gbasf2/tools/setup

1

gb2_proxy_init -g belle # enter certificate password
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http://belle2.kek.jp/~dirac/dirac-install.py
https://confluence.desy.de/display/BI/Computing+GBasf2

Installing gbasf2

To use gbasf2 in future, you need only do:

$ cd gbasf2KEK

$ source BelleDIRAC/gbasf2/tools/setup

$ gh2_proxy_init -g belle # enter certificate password
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http://belle2.kek.jp/~dirac/dirac-install.py

gbasf2 version

Run gb2_check_release to see what version you are
running:

$ gb2_check_release

P B I B B I I B B I I B B I I b I I S D I I S O O I S S O I I S S

x Local BelleDIRAC release : v4ro6p5

*x Master timestamp: 2019-10-12 09:48:01

x Local timestamp: 2019-10-04 13:45:03
Ahkkkhkhkkhkkkhkkhkhkkhkhkkhkkhkhkkhkhkkhkkhkkhkkhkhkkhkhkkhkkhkhkkhkhkkhkkhkkkhkhkkhkkkkkxk

Your dinstallation is up-to-date: v4r6p5

Available basf2 releases:
release-04-01-01
release-04-00-03
release-04-00-01
release-04-00-00
release-03-02-04
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gbasf2 version

Run gb2_check_release to see what version you are
running:

$ gb2_check_release

P B I B B I I B B I I B B I I b I I S D I I S O O I S S O I I S S

x Local BelleDIRAC release : v4ro6p5

*x Master timestamp: 2019-10-12 09:48:01

x Local timestamp: 2019-10-04 13:45:03
AhkkkhkhkkhkhkkhkkhkhkkhkhkkhkkhkhkkhkhkkhkkhkkhkkhkhkkhkhkkhkkhkhkkhkhkkhkkHNhkhkkhkkkkkxk

Your dinstallation is up-to-date: v4r6p5

Available basf2 releases:
release-04-01-01
release-04-00-03
release-04-00-01
release-04-00-00
release-03-02-04
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gbasf2 version

Run gb2_check_release to see what version you are
running:

$ gb2_check_release
Ahkkhkkhkkhkhkkhkkhkkhkhkkhkkhkkhkhkkhkkhkhkhkkhkkhkhkhkkhkkhkkhkhkkhkkhkhkhkk,kkhkkhkkhkk,khkhkkkx*k

x Local BelleDIRAC release : v4ro6p5

*x Master timestamp: 2019-10-12 09:48:01
x Local timestamp: 2019-10-04 13:45:03

P I b b I b b I I b b I I b b I b S b I b S b I S0 4 4 I b 4 S

Your dinstallation is up-to-date: v4r6p5

Available basf2-releases:
release-04-01-01
release-04-00-03
release-04-00-01
release-04-00-00
release-03-02-04
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basf2, gbasf2, and Python

Note: basf2 and gbasf2 are incompatible.
You cannot have both setup in the same terminal.

Also note: basf2 uses python3.

Gbasf2 is built on a framework called DIRAC that uses
python2.

Python2 reaches its end of life in 2020.
DIRAC and gbasf2 are being migrated to python3.
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What is the grid?
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What is the grid? Definitions from the O.E.D.

grid, n.

1.

a. An arrangement of parallel bars with openings between them: a grating.

http://www.oed.com/view/Entry/81373
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http://www.oed.com/view/Entry/81373

What is the grid? Definitions from the O.E.D.

grid, n.

1.

a. An arrangement of parallel bars with openings between them: a grating.

8.
a. A network of high-voltage transmission lines and connections that supply electricity from a number of generating

stations to various distribution cenfres in a country or a region, so that no consumer is dependent on a single station.
1926—1971

b. Used of any network that serves a similar purpose for other services.
19431970

http://www.oed.com/view/Entry/81373
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http://www.oed.com/view/Entry/81373

The grid

= The grid is a distributed computing system utilised by Belle Il, and many
other particle physics experiments, to make use of the computing resources
of the many universities and institutions worldwide (that are involved in
particle physics research). e |

= Modern particle physics
experiments (will) collect many
tens of petabytes of data ...

= ... and even more tens of
petabytes of MC.

= Processing all data/MC at a single
site, even a national laboratory,
IS not longer a sustainable model.

= Heavily used by the LHC
experiments.

Ldash
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http://wlcg-public.web.cern.ch/resources

Belle Il Grid

Total throughput: 39.3 MB/s
Efficiency: 93.4% Asia
Compunting sites: 60
Storage element sites: 21 Europe
Total connections: 114
Accounting time: 24 hours o " PG
Last updated: ) S
20191203 15:35 UTC o

E} ’ Global

“®

| eaflet | Man data @ OnenSiresifian eomiribotors CO-RY-54

Interactive version: https://belle2.jp/computing/
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https://belle2.jp/computing/

Belle Il grid

Belle Il grid used for MC production, reprocessing,

D
o

Belle IT

Running jobs by JobType

skimming and user analysis.

GRID user analysis

55 Weeks from Week 21 of 2017 to Week 23 of 2018

25

~1.5 years passed

since grid analysis is opened to users

20

15

kjobs

10
MC w/ nominal BG

MCw/oBG |

z/“:“‘-‘\

-

-
=2

i

r

@ level usage of total CPU power

Some data replica is not distributed

+ automatic data distribution is not ready yet
= manual work
+ site problem
storage becomes inaccessibe
because of accident/incident / trouble
= long waiting time to start jobs and fail

gbasf2 is still under
development / improvement stage

+it takes long time to download the output

| | —2 | — | 1 L

4

0 i, =
Jun 2017 jul 2017 Aug 2017 Sep 2017 Oct 2017 Nov 2017 Dec 2017 jan 2018 Feb 2018var 2018 Apr 2018 May 2018 Jun 2018

Max: 24.2, Min: 0.06, Average: 14.2, Current: 19.4

[0 MCProduction 83.4% @ Merge 0.2% W MCProductionTest 0.0%
B MCSkim 6.6% O LowPri 0.0% [ unknown 0.0%
B MCProductionBGx0 6.1% [ MCSkimTest 0.0% @ MCProductionTestBGx0 0.0%
@ User 35% [ Test 0.0%
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+gbasf2 parameters not tuned in old release

available library on GRID is limited

+ only “release” version so far

21
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https://kds.kek.jp/indico/event/27570/session/52/contribution/29/material/slides/0.pdf

Grid Jargon

WE NEED SOoME NEW TARGoON,
THE PUBLIC ARE STARTING To
UNDERSTAND WHAT WE'RE

TALKING ABouT!

Even more new Jargon to learn!

8 DFletcher for CloudTweaks.com

Computing glossary on confluence:
https://confluence.desy.de/display/Bl/Computing+Glossary

In addition to main glossary:
https://confluence.desy.de/display/Bl/Main+Glossary

If you hear a term used that you think should be added, add it (and tag
@mattb or one of the tutors)!

() Are we missing anything?
If there is a term you don't find on this page: please add an entry with a blank definition, and tag @ Ueda Ikuo and yourself [ type '@"' and your username ].
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https://confluence.desy.de/display/BI/Computing+Glossary
https://confluence.desy.de/display/BI/Main+Glossary
https://kds.kek.jp/indico/event/27669/contribution/4/material/slides/0.pdf

Where to get help

Attend a Belle Il starter kit workshop or summer school (you already have!).
https://questions.belle2.org/questions/
You can always email: comp-users-forum@belle2.org

It is a forum for discussion between users, please feel free to participate.

Sign up to receive emails:
https://lists.belle2.org/sympal/info/comp-users-forum

chat.belle2.org, e.g. https://chat.belle2.org/channel/starterkit-workshop

Documentation on confluence:

e.g. https://confluence.desy.de/display/Bl/Computing+GBasf2

Other issues, look here:

https://confluence.desy.de/display/Bl/Belle+lI+Support+Contacts
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https://questions.belle2.org/questions/
https://lists.belle2.org/sympa/info/comp-users-forum
https://chat.belle2.org/channel/starterkit-workshop
https://confluence.desy.de/display/BI/Computing+GBasf2
https://confluence.desy.de/display/BI/Belle+II+Support+Contacts

comp-users-forum@belle2.org

= The main place to get help with computing issues.
= Supplemented by questions.belle2.org.

Issues
Installing gbasf2
Merging files

Security incident

Running jobs

Submitting jobs

Downloading files

https://indico.belle2.org/event/971/contributions/4719/attachments/2736/4135/gb2_users_ B2GM.pdf
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https://indico.belle2.org/event/971/contributions/4719/attachments/2736/4135/gb2_users_B2GM.pdf
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The basic idea of gbasf2

To run an analysis job with gbasf2 in the same way as you would with basf2
in a terminal (you cannot fully use gbasf2 with Jupyter notebooks (yet)).

If you run basf2:

basf?2 myAnalysisScript.py
You would like to run:

gbasf?2 myAnalysisScript.py

It is almost this simple!

You need to specify two additional options: a basf2 release and a project
name (and optionally but usually the input dataset).

gbasf?2 myAnalysisScript.py —-s basfZ2-release
-p myProject -1 myInputDataSet

The gbasf2 code is independent of the basf2 release.
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Release names

Reminder: The gbasf2 code is independent of basf2 code.

You can specify that you want your analysis script to run with any
specified basf2 release.

$ gb2_check_release
KAAKKRAAKRAAARAARkAkARkkhAkAhkkhkAkhkkhkhkhkkhkhkkhkkhkhkkhkkhkhkkhkkhkkhkkkhkkkk
x Local BelleDIRAC release : v4ro6p5

*x Master timestamp: 2019-10-12 09:48:01
x Local timestamp: 2019-10-04 13:45:03
KEAKKRAAKRkAARkRkAARkkhAkARkkhkAkkhkkhkhkkhkkhkhkkkhkhkkhkkhkhkkhkkhkhkkhkkhkhkkkhkkkk

Your installation is up-to-date: v4r6p5
Availahle hasf2 releases:

g release-04-01-01

release—o04-909=u3
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Project names

Your project contains a number of analysis jobs,

e.g. if you have 1000 files in your input dataset, you would by default run
1000 analysis jobs.

(Hint: you can use the —n option to specify using n input files per job.)

The project name is a label used to keep track of all of the jobs in the
project.

Please choose a meaningful name.

Don’t use names greater than 32 characters; these have caused problems in
the past, and gbasf2 will now stop you from using such a name.

Please also avoid using special characters in project names (see next slide).
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Naming Files and projects

Some sites and the database have had some problems with file names
containing certain special characters.

Please do not use the following in output file names
or project names: #DontUseTheseSymbols #ChooseMeaningfulNames

# octothorpe/hash ? question mark

% percent / forward slash

& ampersand blank spaces

{ left curly bracket $ dollar sign

} right curly bracket I exclamation point
\ back slash ' single quotes

< left angle bracket " double quotes

> right angle bracket . colon

* asterisk @ at sign
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Submitting your first grid job

Very Important — always check that your script works
successfully with basf2 before submitting it to the grid.

We will use a simple example:

/cvmfs/belle.cern.ch/sl6/releases/release-04-01-01/recon
struction/examples/example.py

You should check that you can run this script with
basf2.

MB checked that this script works this morning.
This script will generate 10 MC events.
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example.py

#!/usr/bin/env python3
# —-*— coding: utf-8 —*-

# generate BBbar events
main.add_module('EvtGenInput')

# detector simulation
add_simulation(main)

# or add_simulation(main, components) to simulate a
selection of detectors

HAERENN TR AR HH AR AR H AR H AR R R R e it
This steering file generates, simulates, and reconstructs
a sample of 10 BBbar events.

Usage: basf2 example.py

# trigger simulation
Input: None add_tsim(main)

Output: output.root, mdst.root

# reconstruction
add_reconstruction(main)

# or add_reconstruction(main, components) to run the
reconstruction of a selection of detectors

H H H HF HF FH H H H

Example steering file - 2017 Belle II Collaboration
HAAHHHAHAHHH A HHH AR R H AR B SRR B HHAHHH AR H B R RS

from basf2 import x*

from simulation import add_simulation

from Lltrigger import add_tsim

from reconstruction dimport add_reconstruction, add_cdst_output
from mdst import add_mdst_output

# full output
main.add_module('RootOutput', outputFileName='output.root')

# mdst output
add_mdst_output(main)
# create path

main = create_path() # cdst output (for calibration)
# add_cdst_output(main)
# specify number of events to be geiierated

main.add_module('EventInfoSetter!, evtNumList=[10])

# process events and print call statistics
process(main)
print(statistics)

# print event numbers
main.add_module('EventInfoPrinter')
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Submitting to the grid
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Submitting to the grid

$ gbasf2 -s release-04-01-01
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Submitting to the grid

$ gbasf2 -s release-04-01-01 -p B2SKW2020Jan_mattb
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Submitting to the grid

$ gbasf2 -s release-04-01-01 -p B2SKW2020Jan_mattb
/cvmfs/belle.cern.ch/sl6/releases/release-04-01-01/reconstruction/
examples/example.py
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Submitting to the grid

$ gbasf2 -s release-04-01-01 -p B2SKW2020Jan_mattb
/cvmfs/belle.cern.ch/sl6/releases/release-04-01-01/reconstruction/

examples/example.py
KAKRAkAKRkAkAkkhkAkhkAkhkkhkhkkhkAhkkhkhkkhkhkhkkhkhkkhkhkkhkhkhkkhkhkkhkhkkkhkhkkhkhkkhkkhkkhkkhkhkkhkkk*k

Kk kkkkkkkkkkkkkx Project SUMmMary kkkskkskkskkskkkkkkk

*x Project name: B2SKW2020Jan_mattb

*x Dataset path: /belle/user/mattb/B2SKW2020Jan_mattb

x*x Steering file: /cvmfs/belle.cern.ch/sl6/releases/release-04-01-
O1l/reconstruction/examples/example.py

xx Job owner: mattb @ belle (23:52:47)

** Preferred site / SE: None / None

x*x Input files for first job: None

** Processed events: 10 events

xx Estimated CPU time per job: 1 min
AKAKKKAKKAKAKARKARAARKAKAKAKAKAKARKARAAKRAAAAAAkAkAkAkAkhkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkk
Are you sure to submit the project?

Please enter Y or N:
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Submitting to the grid

AAKKK A AR KA KA AR AR A A kAR Ak Ak Ak khkhkhkhkkkhkhkhkhkkkkhhkhkhkkkhkhkhkk*k

Are you sure to submit the project?

Please enter Y or N: Y

Initialize metadata for the project:

No attribute. Initialize Dataset...

Dataset initialization: OK

Dataset metadata attributes already exist (30): OK
Successfully finished.
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Checking you job

Use gb2_job_status:

You must specify a project name with —p;
Or Job id with —-7.

$ gb2_job_status -p B2SKW2020Jan_mattb
1 jobs are selected.

Status MinorStatus ApplicationStatus
132899566 Running Application Uploading OSG.BNL.us
—-—— Summary of Selected Jobs ---

Completed:0 Deleted:0 Done:0 Failed:0 Killed:0 Running:1
Stalled:0 Waiting:0
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Checking your job/project

Or use gb2_project_summary:
By default shows all your (current) projects;

Use -p projectname to show only specified project

$ gb2_project_summary
Project i Submission Time(UTC) Duration

B2SKW2020Jan_mattb 2020-01-27 01:34:17 00:07:05
B2SKW2020Jan_mattb_example2 mattb Running 2020-01-27 02:34:59 PO:00:33

$ gb2_project_summary -p B2SKW2020Jan_mattb_example2
Project Owner Status Done Fail i Submission Time(UTC) Duration

B2SKW2020Jan_mattb_example2 mattb Good 2020-01-27 02:34:59 P0:05:18
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Using the GUI to check

https://dirac.cc.kek.jp:8443/

“DIRAC button” — Applications — Job Monitor

ksl View deskiop - matth ~ @ e - | Belle-KEK ~
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Using the GUI to check

https://dirac.cc.kek.jp:8443/

Selectors ¥ & KX X & Ttems per page: 25 v Page of 0 = Mo topics to display
S dv | | Status d fLife[UTC] bmissionTime[UTC] | Owner
Statu
X w
Minor stetus: ) Your username should already appear here
X5 1w

(once you have submitted at least one job).
If not select from the list.

Click “Submit”

View deskiop~ | mattb @ belle » | Belle-KEK ~

30th January 2020 5th B2SKW Computing 41


https://dirac.cc.kek.jp:8443/

sing the GUI to check

https://dirac.cc.kek.jp:8443/

~| Job Monitor = = =|3lx
Selectors = & X x & Items per page: |25 | Page 1 of 1 = Displaying topics 1 - 4 of 4
Site: JobId Status MinorSta ApplicationStatus = Site JobMami LastUpdate[UTC] LastSignOfLife[UTC] SubmissionTime[UTC] Owiner
[
X |5l
= 132908460 E Done Exec Done DIRAC.MIPT.ru B25K... 2020-01-27 02:40:17 2020-01-27 02:40:17 2020-01-27 02:34:59 matth
Status: —~ 132899566 Il Done Exec. Done 05G.BNL.us B2SK.. 2020-01-27 01:41:22 2020-01-27 01:41:22 2020-01-27 01:34:17 matth
X5l -
= 131683069 ; Done Exec Done ARC.DESY.de B25K... 2020-01-21 03:11:46 2020-01-21 03:11:46 2020-01-21 02:35:50 matth
Minor Status:
= 131680315 ; Done Exec Done 05G.EBNML.us B25K... 2020-01-21 02:45:01 2020-01-21 02:45:01 2020-01-21 02:39:27 matth
=
Application Status:
X |5 lw
=
Owner:
=
mattb LA R
OwnerGroup: !
X |5 lw
=
Job Group:
X |5l
=
Job Type:
X |5
=
Time Span:
w
From:
E w
To:
-
@ Submit | £ Reset ¥ Refresh
':_ —| Job Monitor View desktop~ | mattb~ @ belle ~ | Belle-KEK ~
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sing the GUI to check

https://dirac.cc.kek.jp:8443/

~| Job Monitor = = =|3lx
Selectors «l[¥ | Items per page: 25 | w Page 1 of 1 P Displaying topics 1 - 4 of 4
Site: MinorSta ApplicationStatus = Site JobMami LastUpdate[UTC] LastSignOfLife[UTC] SubmissionTime[UTC] Owiner
[
X |5l
= Exec Done DIRAC.MIPT.ru B25K... 2020-01-27 02:40:17 2020-01-27 02:40:17 2020-01-27 02:34:59 matth
Status: —~ Exec. Done 05G.BNL.us B2SK.. 2020-01-27 01:41:22 2020-01-27 01:41:22 2020-01-27 01:34:17 matth
X5l
= Exec Done ARC.DESY.de B25K... 2020-01-21 03:11:46 2020-01-21 03:11:46 2020-01-21 02:35:50 matth
Minor Status:
= Exec Done 05G.EBNML.us B25K... 2020-01-21 02:45:01 2020-01-21 02:45:01 2020-01-21 02:39:27 matth
=
Application Status:
X |5 lw
=
Quiner Kill selected job
er - ill selected jobs
maz 2
OwnerGroup: !
X |5 lw
= . .
s Gro Reschedule selected (failed) jobs
X |5l
=
Job Type:
X |5
=
Time Span:
w
From:
E w
To:
-
@ submit | 2 Reset > Refresh
':_ —| Job Monitor View desktop~ | mattb~ @ belle ~ | Belle-KEK ~
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Your New Dataset

You have now created a new dataset

It contains a file output.root with 10 MC events.

You can view your datasets using gh2_ds_list:

$ gb2_ds_Tlist
/belle/user/mattb/B2SKW2020Jan_mattb

/belle/user/mattb/B2SKW2020Jan_mattb_example2

This will only work after you job has finished
successfully.

Your dataset path:
/belle/user/<user name>/<project name>
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Retrieving your datasets

$ gh2_ds_get /belle/user/mattb/B2SKW2020Jan_mattb
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Retrieving your datasets

$ gh2_ds_get /belle/user/mattb/B2SKW2020Jan_mattb

Skip directory /belle/user/mattbh/B2SKW2020Jan_mattb/mdst

Files to download to
/gpfs/home/belle2/mattb/ghasf2_Jan2020B2SKW_Test/B2SKW2020Jan_mattb :
/belle/user/mattb/B2SKW2020Jan_mattb/output.root

Do you want to download files:

Please type [Y] or [N]:
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Retrieving your datasets

$ gh2_ds_get /belle/user/mattb/B2SKW2020Jan_mattb

Skip directory /belle/user/mattbh/B2SKW2020Jan_mattb/mdst

Files to download to
/gpfs/home/belle2/mattb/ghasf2_Jan2020B2SKW_Test/B2SKW2020Jan_mattb :
/belle/user/mattb/B2SKW2020Jan_mattb/output.root

Do you want to download files:

Please type [Y] or [N]: Y

Download 1 files from SE
Trying to download
srm://dcblsrm.sdcc.bnl.gov:8443/srm/managerv2?SFN=/pnfs/sdcc.bnl.gov/data/

bellediskdata/TMP/belle/user/mattb/B2SKW2020Jan_mattb/output.root to
/gpfs/home/belle2/matthb/gbasf2_Jan2020B2SKW_Test/B2SKW2020Jan_mattb/output.root

Successfully downloaded files:
/belle/user/mattb/B2SKW2020Jan_mattb/output.root 1in
/epfs/home/belle2/mattb/gbasf2_Jan2020B2SKW_Test/B2SKW2020Jan_matthb

Failed files:
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gbasf2 commands

Hint: hint all the gbasf2 commands (other than gbas£?2) start with gb2 so
you can use tab completion to see a list of them.

$ gb2_
gb2_admin_fts_monitor
gb2_admin_fts_submit
gb2_admin_remove_amga_dir
gb2_check_downtime
gb2_check_release
gb2_ds_du
gb2_ds_generate
gb2_ds_get

ghb2_ds_list
gb2_ds_query_datablock
gb2_ds_query_dataset
gb2_ds_query_file
gb2_ds_register_dataset_meta
gb2_ds_rep

ghb2_ds_rm

gb2_ds_rm_rep
gb2_ds_sanitize
gb2_ds_set_dataset_meta
ghb2_ds_set_file_meta
gb2_ds_siteForecast

30th January 2020

gb2_ds_sync
gb2_ds_verify
gb2_job_delete
gb2_job_kill
gb2_job_output
gb2_job_parameters
gb2_job_reschedule
gb2_job_status
ghb2_job_test
gb2_list_destse
gb2_list_queue
gb2_list_se
gb2_Tlist_service
gb2_Tlist_site
gb2_pilot_summary
gb2_postInstall
gb2_prod_approve
gb2_prod_cancel

gb2_prod_cancelInputFile

gb2_prod_chains

gb2_prod_downloadFile
gb2_prod_extend
gb2_prod_listFile
gb2_prod_register
gb2_prod_restart
gb2_prod_showTransfer
gb2_prod_status
gb2_prod_stop
gb2_prod_summary
gb2_prod_uploadFile
gb2_project_analysis
gb2_project_summary
gb2_proxy_destroy
gb2_proxy_info
gb2_proxy_init
gb2_req_summary
gb2_site_analysis
gb2_site_summary
gb2_transformation_summary
gb2_update

5th B2SKW Computing




gbasf2 commands

Hint: hint all the gbasf2 commands (other than gbas£?2) start with gb2 so
you can use tab completion to see a list of them.

$ gb2_
gb2_admin_fts_monitor
gb2_admin_fts_submit
gb2_admin_remove_amga_dir
gb2_check. downtime
gb2_check_release
gb2_ds_du
gb2_ds_generate
gb2_ds_get

ghb2_ds_list
go2=cs=query_datablock
gb2_ds_query_dataset
gb2_ds_query_file
gb2_ds_register_dataset_meta
gb2_ds_rep

ghb2_ds_rm

gb2_ds_rm_rep
gb2_ds_sanitize
gb2_ds_set_dataset_meta
ghb2_ds_set_file_meta
gb2_ds_siteForecast
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gb2_ds_sync
gb2_ds_verify
gb2_job_delete

gh2 dioh kill
gb2_job_output
gb2_1oh.nacameters
gb2_job_reschedule
gb2_job_status
ghb2_job_test
gb2_list_destse
gb2_list_queue
gb2_list_se
gb2_Tlist_service
gb2_Tlist_site
gb2_pilot_summary
gb2_postInstall
gb2_prod_approve
gb2_prod_cancel

gb2_prod_cancelInputFile

gb2_prod_chains

gb2_prod_downloadFile
gb2_prod_extend
gb2_prod_listFile
gb2_prod_register
gb2_prod_restart
gb2_prod_showTransfer
gh2_prod_status
gb2_prod_stop
gb2_prod_summary
gb2_prod_uploadFile
gb2 proiect _analysis
gb2_project_summary
gb2_proxy_destroy

gb2 proxv_info
gb2_proxy_init
gb2_req_summary
gb2_site_analysis
gb2_site_summary

gh2. transformation_summary
gb2_update
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Submitting your project

When you try submitting your own analysis code to the grid (as you may do
so with your tutor in this workshop)

Always test with a central release of basf2 before submitting to the
grid!

Some Very Wise Words from Hara-san

GRID is NOT the local computing system like KEKCC
Once you submit jobs, your jobs will be assigned to the computing systems around the world.
If your job is a problematic one, it will be distributed to the world

and all sites will be affected.

Therefore, you have to check your jobs with local computing system, e.g. in KEKCC carefully
before you submit jobs to GRID.

+ maximum size of the output log from each job must be less than 30MB
+ maximum memory comsumption of each job must be less than 2GB
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Belle Il big picture
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Belle |l big picture

ECLClusters,
, Tracks,
RACORsInICHon PIDLikelihoods
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steering script
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paper ' Analysis note +—  Measurement <+— “Offline” analysis <+ nTuples.root
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Belle |l big picture
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Belle |l big picture

Tracks,

RACORsInICHon PIDLikelihoods
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This Afternoan
(c,m)dst.root
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Belle |l Data Flow

Under software coordination

Belle Il Online
Detector Datahaas
On!me disk B
BA ‘\1%«: o W
Detector
/bFUOT data transfer
w(skoor) Frontend server : Offline
- _-_ temporary storage Database
: —i— ) SROOT = ROOT conversion, merge
RAWIROOT =y sl e synCl]ronf
b ' DST (calibration) tion 5 @ry------F Zed da
Distributed CDmDUllﬂg RAW data registration | GRS i ° ° _"‘t?-b:a-s.e..
-"“-v-_____ RAW(ROOT) RAW "HJJ"T_‘
----.. & 4 4 —1 ,.—l-pj copy to BNL T l_ permanent storage V KEKCC
o W . "W li— _ < l l = DST (ROOT) Under software / DP coordinations
gﬂ’g; BNL KEK Prompt calibration
atabase lon =
Master) (re)process process Core services Sr— callbratll_o? “ T B3
( r ¢ ¢ for distributed computing . :
E B e 3 ~&a
l - e -] B e d
5B
T AMGA _ ' :
- T . -
FTS .@.. ——
Offline caibration framework (CAF) is being developed
with utilizing Data Pipeline Software (AirFlow)
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Belle |l Data Flow

* Raw data storage and reprocessing at KEKCC and BNL - Raw data centers

KEK Data Cf.-nl_er . BNL Data Center

= DAQ/HLT — T
¥ Cg.g e gitg g-iTp
p i w, Raw data center / \ w ]

—3= raw data
— mdst data
—= mdst MC

Buissasoud g
afieso)s ejep mel

—3= create
ﬁ}(— input )
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Belle |l Data Flow

* Raw data storage and reprocessing at KEKCC and BNL - Raw data centers
»  mDST storage on GRID storage elements (SE) - Regional data centers

KEK Data anl_er B BNL Data Center
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- e

Buissasoud g
afieso)s ejep mel
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ﬁ}(— input )

30th January 2020 5th B2SKW Computing 58



Belle |l Data Flow

Raw data storage and reprocessing at KEKCC and BNL - Raw data centers
mDST storage on GRID storage elements (SE) - Regional data centers
Skimming and analysis on GRID computing elements (CE) - MC production sites

S KEK Data Center BNL Data Center
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Belle |l Data Flow

Raw data storage and reprocessing at KEKCC and BNL - Raw data centers
mDST storage on GRID storage elements (SE) - Regional data centers
Skimming and analysis on GRID computing elements (CE) - MC production sites
nTuple analysis on local resources - Local resources

10 GB &

_ KEK Data Cenler BNL Data Center oz
~_ DAQ/HLT - Zo »

. 0 =
o, 1 R/ T 68 Lo
' @-g o grEEg e iz | |3
Detectﬂr w 53 |B |&
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ntuple {ig:s {ip: {!‘}13 = 3
oo e s 8
8 disc Regional data center ) o
)
© v GRID Sit{_—:;,’// Cloud SIte Computer cluster Site G
e wn
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L input ) t:-_ g

e

MC Production site

e~ L& L& L& L& LB

Local resource

sIsk|eue Jasn
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Belle Il Data Production

» The data production page is a one-stop shop for all of the data processing and MC production details for Belle

= X Confluence sSpaces v People Create

~ Data production WebHome

Dashboard / Bella 1l | Balle Il Internal WebHome & & # Edit 7 Save for later © Watching <l Share
- 3 3L * Phase 3 data
Find details —1 : .
sl s ks > Experiment 3 Data production WebHome Coaines detais
- Experiment 5+6 - full cress re Jake Bennett pasted on 20. Sep. 2016 03:43h - last edited by Jake Bennett on 09. Jun. 2019 21:58h _____———_‘_—____ fDl‘ DP Ieadershlp
e
H » Data Production Meetings it
. I = x e : e,
Links to DP + DatnProduction Lesdershig Coordinator: (@RELCE=EREN — Data production liaisons
i =
mEEtlng"‘ » Data Production Liaisons Skim manager: & Racha Cheaib {responsibilities of the data production lisisens can be found here)
- > Data Praduction Shifts Background manager: @ Marko Staric Group iBkeon
Deta”u abOUt __» ? Data Production Calibration Calibration software manager: @ David Dossett (sw liaison) : i i - ;.
¥ 5 = Semileptonic & Missing Energy @ Maric Merela
Cal |bra‘ti{jn + Data Production Global Cosmi Calibration manager: @& Umberte Tamponi Decay Ph . k
k = — SICs WOrkKin
i < " . [ wlieo
work * Data Production Global Cosmi HLT skim manager: @ Trabelsi Karim Radiative & Electroweak Penguin @ Borys Knysh Y 9
» - duct ~ Validation managen: @ Sviatoslav Bilokin rou |ia| sons
BETE i LA Time Dependent CP Violation @ Sviatoslav Bilokin 1 g p i
» Data Praduction MCS Data processing manager: @ Stefano Lacaprara (CO”ect MC
Me Al & Hadronic B to Charmless @ llya Komarow
» Data Production MCS processing manager: @ Alessandra Gaz FOdUCtiDn requests
+ Data Production MC10 Hadronic B ta Charm @ Nibedita Dash p q il
@ Production = =
_ — . i perform validation
« Data Praduction MC11 DP leadership responsibilities are listed here Bottomonium @ Suxian Li ¥
_ e _ tasks, etc.)
Availability of —— * DateProductionci2 Charmonium @Sen Jia , @Yubo Li
Mailing list: dataprod@belle2.org
Oﬁ|C|a| MC * Data Production Rehearsal Charim @ Yeqgi Chan
BT T A e S Tau & Low Multiplicity @ Tomayuki Konmo

Instructions for ghasfz analysi

-

Skimming Homepage Introduction

» Data Production Analysis Valic
and mUCh morer % The data production schame for Bella 1| requires significant coordination

Production validation of tasks within a well defined time frame. The role of the data

.

https://confluence.desy.de/display/Bl/Data+production+WebHome
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Belle Il Data Production

» The data production page is a one-stop shop for all of the data processing and MC production details for Belle

= X Confluence sSpaces v People Create

~ Data production WebHome

Dashboard / Bella 1l | Balle Il Internal WebHome & & # Edit 7 Save for later © Watching <l Share
- 3 3L * Phase 3 data
Find details —1 : .
sl s ks > Experiment 3 Data production WebHome Coaines detais
- Experiment 5+6 - full cress re Jake Bennett pasted on 20. Sep. 2016 03:43h - last edited by Jake Bennett on 09. Jun. 2019 21:58h _____———_‘_—____ fDl‘ DP Ieadershlp
e
H » Data Production Meetings it
. I = x e : e,
Links to DP + DatnProduction Lesdershig Coordinator: (@RELCE=EREN — Data production liaisons
i =
mEEtlng"‘ » Data Production Liaisons Skim manager: & Racha Cheaib {responsibilities of the data production lisisens can be found here)
- > Data Praduction Shifts Background manager: @ Marko Staric Group iBkeon
Deta”u abOUt __» ? Data Production Calibration Calibration software manager: @ David Dossett (sw liaison) : i i - ;.
¥ 5 = Semileptonic & Missing Energy @ Maric Merela
Cal |bra‘ti{jn + Data Production Global Cosmi Calibration manager: @& Umberte Tamponi Decay Ph . k
k = — SICs WOrkKin
i < " . [ wlieo
work * Data Production Global Cosmi HLT skim manager: @ Trabelsi Karim Radiative & Electroweak Penguin @ Borys Knysh Y 9
» - duct ~ Validation managen: @ Sviatoslav Bilokin rou |ia| sons
BETE i LA Time Dependent CP Violation @ Sviatoslav Bilokin 1 g p i
» Data Praduction MCS Data processing manager: @ Stefano Lacaprara (CO”ect MC
Me Al & Hadronic B to Charmless @ llya Komarow
» Data Production MCS processing manager: @ Alessandra Gaz FOdUCtiDn requests
+ Data Production MC10 Hadronic B ta Charm @ Nibedita Dash p q il
@ Production = =
_ — . i perform validation
« Data Praduction MC11 DP leadership responsibilities are listed here Bottomonium @ Suxian Li ¥
_ e _ tasks, etc.)
Availability of —— * DateProductionci2 Charmonium @Sen Jia , @Yubo Li
Mailing list: dataprod@belle2.org
Oﬁ|C|a| MC * Data Production Rehearsal Charim @ Yeqgi Chan
BT T A e S Tau & Low Multiplicity @ Tomayuki Konmo

Instructions for ghasfz analysi

-

Skimming Homepage Introduction

» Data Production Analysis Valic
and mUCh morer % The data production schame for Bella 1| requires significant coordination

Production validation of tasks within a well defined time frame. The role of the data

.

https://confluence.desy.de/display/Bl/Data+production+WebHome
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Data Production/analysis scheme

+  Simulation and processing for
official data and MC samples is
performed centrally GRID L ocal

This is the primary purpose of

the data production group

Centrally managed

. [ MC production
- Though you are certainly free

to produce test samples on r roduction
| 1 . —_;
your own - don’t use them for ( . ] Skims

publishable physics analyses! i |
- Requests for MC samples can — o
be made to the DP liaison in [ RAW processing ][ ubS j/
{O%jr phlysulss working group / \ i -
- Skimming is also centrally —
performed - each physics [ RAW ] [”‘”5" ]

working group has a skim .

liaison as well f

ubDST = mDST plus analysis level information (Particlelists)
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Data Production/analysis scheme

The default place to run your
analysis jobs is on the grid

- After official skimming, uDST
files are available for
grid-based analysis

- Users can either perform
another skim on the official
skim samples or run an
analysis directly on the uDSTs

Transfer your ntuple files to local
resources for the rest of your
analysis

- Fitting, plotting, etc.

- Files on the grid (will) have a
limited lifetime, so ntuple files
must be downloaded to local
resources as quickly as
possible!

30th January 2020

GRID

Local

gbast2
analysis

Mtuple J—

Limited lifetime, must be
downloaded immediately
(to be implemented:

[ Analysis )
Miuple

infinite litetime for now)

UDST = mDST plus analysis level infarmation (ParticleLists)
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What is a dataset/datablock?

gbasf2 does not work on data files!

It works on input data blocks.

A dataset contains a (large) number of data files.

A dataset is organised into a number of sub-blocks, each containing up to
1000 files.

Large generic MC datasets may contain many sub-blocks.

Signal MC datasets may typically contain ~10 files in a single sub-block

(sub00).
Sub0o0 SubO1 Sub02
Filel Filel0GOl File2001
File2 Filel00O2 File2002
File3 Filel0O3 File2003
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How to Specify the datablock?

You can specify the input data block via the command line
when creating your gbhasf2 project:

S gbasf2 myAnalysisScript.py -s release-04-01-01

-p myProject -1 /some/input/data/block/sub060

Note - this is different from basf2:

In basf2, -1 specifies an input file.

In gbasf2, -1 specifies an input data block.
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What datasets should | use?

That depends on your analysis.

In general there are generic samples
uubar, ddbar, ssbar, ccbar, mixed (BYBY),
charged (B*/B7), taupair;
And signal samples (e.g. B— J/y K.°).

Work with tutors, instructors, working groups to decide .

You may need to request new signal samples for your
analysis.

Requests handled by working group contact.
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What datasets should | use?

That depe

In genera

uubar
charge

And sig

Work witl

You may
analysis.

Reques
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Data production liaisons

(responsibilities of the data production liaisons can be found here)

Group

Semileptonic and Missing Energy

Decays

Radiative & Electroweak Penguin

Time Dependent CF Violation
Hadronic B to Charmless
Hadronic B to Charm
Bottomonium

Charmonium

Charm

Tau & Low Multiplicity

Liaison

@ Mario Merola

@ Borys Knysh ,
@ Filippo Dattola

@ Swviatoslav Bilokin

@ Diego Tonelli (temporary)
@ Mibedita Dash

@ Suxian Li
@ Yang Li ., @Yubo Li

{@ Emma Oxford

@ Tomoyuki Konno ,
@ Michel Hernandez Yillanueva
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to decide .
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How to find datasets

Find the information on confluence,
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How to find datasets

Find the information on confluence,

or
Use the dataset searcher.
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MC12 on confluence

https://confluence.desy.de/display/Bl/Data+Production+MC12

MC12 samples

VERY IMPORTANT: Always check the LPN of your files using ‘gh2_ds_list' before submitting jobs to make sure the files exist where you

expect them!
** The LPM for MC12 samples begins with '/belle/MC/release-03-00-00/DB00000487 /MC12/" unless otherwise notad

*** For productions with both BGx1 and BGx0, the LPM is given for the BGx1 sample. The LPM for the BGx0 sample is identical except for

the production ID.
Priority is noted as follows: 0 - trivial, 1 - minor, 2 - major, 3 - critical, 4 - blocker

Mote that if you are working with files at KEKCC, the ghi disk system (anything starting /ghi or /hsm) will automatically purge files from the
disk and move them to tape when there is not enough space available. You can check the files with ghils
(httpsy//kekcckekp/service/kekoo/html/Eng /HSM 205ystem.htmi#s43ch0a0) and request that they be staged with hstage
(httpsy//kekcckekjp/service/kekoo/html/Eng /HSM205ystem.html=d 10052,

Key | Scripts Jobs Released BGx0 ready, Mot produced
committed, submitted for analysis BGx1 or removed
ready for use processing

production
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MC12 on confluence

https://confluence.desy.de/display/Bl/Data+Production+MC12

Block1:
Sample | Mumber Ratio Production ID LPM**=* Link JIRA ticket  Estimated
of events without/with without/with to size (TB)
(1048) background background json
file

mixed 53.5 0.2/0.8 7393/7392 /bellef/MC/release-03-01- EHBP- 0.66

00/DBO0C00547/MC12b/prod00007392 /500421003 /45/r00000/ mixed,/mdst/sub00 4226 -
Phase Il

charged | 56.5 0.2/0.8 7395/7394 Jbelle/MC/release-03-01- Y(45) 0.70

00/DBO0C00547/MC12b/prod00007394/500/e1003/45/r00000/charged/mdst/sub00 generic
samples

uubar 160.5 0.2/0.8 7397/7396 [belle/MC/release-03-01- RESOLVED 1.52
00/DBO0C00547/MC12b,/prod00007 396,500/ 1003/45/r00000/uubar/mdst/sub00

ddhbar 40.1 0.2/0.8 7399/7398 fbelle/MC/release-03-01- 0.38
00/DBO0C00547/MC12b/prod00007398/500/e1003/45/r00000/ddbar/mdst/sub00

ssbar 38.3 0.2/0.8 7401,/7400 fbelle/MC/release-03-01- 0.36
00/DBO0C00547/MC12b/prod00007400/500/e1003/45/r00000/ssbar/mdst/sub00

ccbar 132.9 0.2/0.8 7403/7426 [belle/MC/release-03-01- 1.44
00/DBO0C00547/MC12b/prod00007426/500/e1003/45/r00000/ccbar/mdst/sub00

taupair 91.9 0.2/0.8 T405/7404 fbelle/MC/release-03-01- 0.62
00/DBO0C00547/MC12b/prod00007404 /50042 1003/45/r00000/taupair/mdst/sub00

Total 573.7 5.68
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MC12 on confluence

https://confluence.desy.de/display/Bl/Data+Production+MC12

Block1:
Sample | Mumber Ratio Production ID LPM**=* Link JIRA ticket  Estimated
of events without/with without/with to size (TB)
(1048) background background json
file

mixed 53.5 0.2/0.8 7393/7392 /bellef/MC/release-03-01- EHBP- 0.66

00/DBO0C00547/MC12b/prod00007392 /500421003 /45/r00000/ mixed,/mdst/sub00 4226 -
Phase Il

charged | 56.5 0.2/0.8 7395/7394 Jbelle/MC/ rel St Y(45) 0.70

00/DBO0C00547/MC12b/prod00007394/500/e1003/45/r00000/charged/mdst/sub00 generic
samples

uubar 160.5 0.2/0.8 7397/7396 [belle/MC/release-03-01- RESOLVED 1.52
00/DBO0C00547/MC12b,/prod00007 396,500/ 1003/45/r00000/uubar/mdst/sub00

ddhbar 40.1 0.2/0.8 7399/7398 fbelle/MC/release-03-01- 0.38
00/DBO0C00547/MC12b/prod00007398/500/e1003/45/r00000/ddbar/mdst/sub00

ssbar 38.3 0.2/0.8 7401,/7400 fbelle/MC/release-03-01- 0.36
00/DBO0C00547/MC12b/prod00007400/500/e1003/45/r00000/ssbar/mdst/sub00

ccbar 132.9 0.2/0.8 7403/7426 [belle/MC/release-03-01- 1.44
00/DBO0C00547/MC12b/prod00007426/500/e1003/45/r00000/ccbar/mdst/sub00

taupair 91.9 0.2/0.8 T405/7404 fbelle/MC/release-03-01- 0.62
00/DBO0C00547/MC12b/prod00007404 /50042 1003/45/r00000/taupair/mdst/sub00

Total 573.7 5.68
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Dataset Searcher

https://questions.belle2.org/question/7244/what-is-the-dataset-searcher/

The Dataset Searcher is a BelleDIRAC application that is used to identify
the details needed to run over data and MC samples stored on the grid.
You should be able to access it here: shorturl.at/ehLQ1. [Y]ou need a
valid grid certificate.

The basic idea is that the gb2 tools (e.g. gb2 ds_list) are rather slow and
the AMGA metadata catalogue used to manage grid productions was not
intended to be used to search for data. The solution was to build a
lightweight database that can be easily used to search for samples on the
grid. Sample details are added by the data production team as
productions are finalized, so if you don't see a sample you are expecting,
contact your DP liaison or the DP managers directly.

There should be a talk “Status and plans for dataset searcher” at the B2GM.

Link will be added when available.
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Dataset Searc

_) mattb@belle

Lt
9

Y

Taols b
Applications

BelleDIRAC Apps

Help

DIRAC

State Loader
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Cloud Resources Map

Dataset Sea

Grid Activity Map
Storage Accounting
Production status
Production plot
BZManitoring Plot Display
BE2Monitoring Plot Display User
BZMaonitoring Plots

CE test

SCSE result

5CSE status

DB check result

Data Operation Reguests

SETransfer status
RawDataSet
RawDataBlock
RawFile

View desktop~ | mattb~ @ belle » | Belle-KEK -
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Dataset Searcher

“| Dataset Searcher = - =115
Dataset Searcher

Metadata Searcher Tree Browser

Data Type: @ MC Data

Campaigns: ¥ | Beam Energies: b
Skim Types: ¥ | Data Levels: A
Releases: ¥ | Global Tags: b
Experiment Low: Experiment High:

Run Low: Run High:

MC Event Types: | General Skim Names: v
3 Cear & Search Help

0 -] Dataset Searcher View deskiop~ | mattb~ @ belle - | Belle-KEK -
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Dataset Searcher

| Dataset Searcher = - =]
Dataset Searcher

Metadata Searcher Tree Browser

Data Type: @ MC Data

Campaigns: SKIM12x1 ¥ | Beam Energies: v
Skim Types: ¥ | Data Levels: v
Releases: v | Global Tags: v
Experiment Low: Experiment High:

Run Low: Run High:

MC Event Types: v | General Skim Names: v
3 dear (&) Search , Help

LPN

[belle/MC/release-03-02-0

=

/DBO000621/5KIM12x1/prod00007848/e1003/45/r00000/mixedBGx0/ 14140100/ udst

fbelle/MC/release-03-02-0

=

/DBO000621/5KIM12x1/prod00007850/e1003/45/r00000/chargedBGx0/ 14140100/ udst

fbelle/MC/release-03-02-0

=

fDB0000621/SKIM12%1/prod00007851/21003/45/r00000/ ccharBGx0/14140100/ udst

[belle/MC/release-03-02-0

=

/DBO000621/5KIM12x1/prod00007852/e1003/45/r00000/ssharBGx0; 14140100/ udst

=

[belle/MC/releass-03-02-00/DB0000621/SKIM12x1/prod00007853/1003/45/r00000/ uubarBGx0/14140 100/ udst

/belle/MC/release-03-02-00/DB0000621/SKIM12x1/prodd0007854/21003/45/r00000/ddbarBGx0/ 14140100/ udst
fhelle/MC release-N3-N2-N0NRNNNNAER 1/SKTM1 Zx1 fnrad 0NN 7E55/2 1003/ 45 /M0N0 taunairBGx 141401 00/ udst T
[E=] pownload et file
’, | Dataset Searcher View desktop~ | mattb- @ belle ~ | Belle-KEK ~

30th January 2020 5th B2SKW Computing 77



Datasets and What is an LPN?

The LPN is the Logical Path Name.

The physical location of a file is different on every grid site, but the LPN is
universal for all sites.

When gbasf2 runs on a remote site, the LPN is used to find the location at
that site.

(Generally) The LPNs for MC12 have two parts, the first for all datasets,
e.g. /belle/MC/release-03-00-00/DB00000487/MC12/

and the second for each specific dataset:

(If using confluence) Add these two to get the full LPN.

You can you gb2 ds_list (ds = dataset) to look at the contents of your
dataset.

VERY IMPORTANT: Always check the LPN of your files using 'gb2_ds_list'
before submitting jobs to make sure the files exist where you expect them!
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File Types

* In general, Belle Il output is stored in ROOT files containing various subsets of dataobjects, dbobjects, nTuples, etc

*  RAW: raw data containing detector information
+ DST: data summary table

- all available dataobjects (from reprocessing) are included

- not generally produced or used as it contains everything (and is huge)
«  mDST*: mini data summary table

- strictly controlled version of a DST file
- only a subset of available processed dataobjects are included
- sufficient information for analysis use
« cDST: calibration data summary table
- mDST objects, plus additional dataobjects useful for calibration

* uDST: user data summary table
-  mDST objects, plus analysis objects (ParticleLists)

- produced from skims - reduce time needed to run analysis jobs
- these are the samples you should be using for analysis! *mDST Storage: ~61 M¥ per additional kB
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Keep in mind that you will not be able to touch mDST files for much longer!

After processing, the mDST samples are skimmed to reduce the number of events and provide analysis dataobjects
directly - reduces the CPU time for your jobs

Analysts should be using uDST files, not mDST!
If your skim is not available, you won’t be able to perform your analysis!
Contact your skim liaison and/or start developing

GRID

Hnl rnn

l MC praduction

1r ed

F‘ oductio
Skims

ﬂ

RA‘u ) prooewmg

e

/ N\
[ RAW ] [ﬁmm]

4
|
|

Analysis users

s : gbasf2
s i | analysis

o) (o

Limited lifetime, must be
downloaded immediately
(to be implemented:
infinite lifetime for now)

Local

MNiuple

Analysis
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uDST

mDST plus analysis level information (ParticleLists)

5th B2SKW Computing

https://confluence.desy.de/display/Bl/Skimming+Homepage

Physics Working
Group

BtoCharm WG
BtoCharmless WG
TCPV WG

EWP WG

Charm WG
Charmonium WG
Bottomonium WG

SL + Missing Energy
WG

Dark and Low
Multiplicity WG

Tau WG

The skim production manager is @ Racha Cheaib .

Member

@ Miharika Rout
@ Kim Hai Smith
@ Reem Rashesd
@ Justin Tan

@ Guanda Geng
@Sen Jia

@ Sen Jia

@ Sophie Hollitt

@ Hannah Marie Wakeling

@ Philip Grace

@ Sam Cunliffe

@ Kenji Inami

Status

Ph.D student, IITM
Ph.D student
Ph.D student
Ph.D. Student
Ph.D. Student
Ph.D student
Ph.D student

Ph.D Student
Ph.D Student

Ph.D Student

Postdoctoral fellow

Staff
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Failed grid jobs

User job status in 2019 Minor status of failed jobs

M Done Failed Termination

766413 jobs 41446 jobs of (g)basf2
~61 %

¥ Most of failed user jobs are caused by (g)basf2 termination.

-- Syntax error, spelling miss of basf2 module and so on.
¥ Some users do not test if the script works at local or grid
environment, before submitting huge jobs.

¥ Instantaneous huge failed jobs sometimes affect other jobs.

https://kds.kek.jp/indico/event/32146/contributions/158526/attachments/126678/150328/gbasf2_hirata 20191018.pdf
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Failed grid jobs

If you submit 1000 jobs and there is an error in your
python script:
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Failed grid jobs

If you submit 1000 jobs and there is an error in your
python script:

All 1000 jobs will fail!
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Failed grid jobs

If you submit 1000 jobs and there is an error in your
python script:

All 1000 jobs will fail!
Proposed features in future versions of gbasf2:

Valid python code checker.

Scout jobs — run a small number of jobs (with fewer
events) first, before main jobs submitted.

These cannot catch every error — Always check
your code works with basf2 before submitting to
the grid.
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If you have failed grid jobs

You should always check the output (see next slide).
If only a handful of jobs have failed:

Try resubmitting them, using
gb2_job_reschedule or the DIRAC GUI.

If more than a handful have failed:
nvestigate — check your code with basf2 again.
s there a pattern to failed jobs, e.g. same site(s)?

Report issues to comp-users-forum@belle2.org.

30th January 2020 5th B2SKW Computing 86



Getting the job output/logs

You can use the command gb2 job output, e.g.

$ gb2_job_output -p myProject --status Failed

Or you can use the DIRAC GUI.

You should find several files for each job, including
one called something like:

Scriptl_basf2helper.py. log.

You should see similar information to basf2 output.

30th January 2020 5th B2SKW Computing 87



ing the job output/logs

N 1 n F o - . [ W - AR N LERSR LERSR. | L P :A -~ u ILIAI IL _ P
\/ Ll P | L.N
~|Job Monitor = - el =11Es
Selectors S & K x & ltems per page: 25 Page |1 of 1 = Displaying topics 1 - 6 of 6
Site: JobId Status Minorsta ApplicationStatus | Site JobNam LastUpdate[UTC] LastSignOfLife[UTC] SubmissionTime[UTC] Owner
=
X|g|w
= 133593222 D Running Appli...  Exscuting Run3..  LCG.KISTLkr B25SK... 2020-01-30 04:34:30 2020-01-30 04:34:43 2020-01-30 04:30:22 matth
Status: 133558047 : Ciana Fwar MNiang LCG.Cosenza.it B25K... 2020-01-30 00:54:44 2020-01-30 00:54:44 2020-01-30 00:46:04 matth
% |5 |w DL
e 132908460 : D e DIRAC.MIPT.ru B25K... 2020-01-27 02:40:17 2020-01-27 02:40:17 2020-01-27 02:34:59 matth
Minor Status: Attributes e BNL.us SK... -01-27 01:41:22 -01-27 01:41:22 -01-27 01:34: ma
X 132893566 D tribute: 05G.BN B25K. 2020-01-27 01:41 2020-01-27 01:41 2020-01-27 01:34:17 tth
=
1 131683069 B o HETmE R e ARC.DESY.de B25K.. 2020-01-21 03:11:46 2020-01-21 03:11:46 2020-01-21 02:55:50 matth
Logging info g 01- (A5, _01- W45 01- :30:7 "
Application Status: 131680315 : ] e 0SG.ENL.us B2SK... 2020-01-21 02:45:01 2020-01-21 02:45:01 2020-01-21 02:39:27 matth
e E 7 Peek StandardQutput
et LogFile
A Get LogFil
Owner:
%5 Get Pending Regquest
matth E 1

Get StagerReport
OwnerGroup:

X |5 lw [ Actions 3
=
] rilet 2
Job Group:
x[ET. SandBox P | & Getinput file(s)
=
J.  Get output file(s)
Job Type:
£l 'é hd Click to get the job output sandbox
Time Span:
~
-
@ Submit ¥ Reset 2 Refresh
. - == JobMonitc 665 View desktop~ | mattb~ @ belle~ | Belle-KEK ~

idl” niuliiiauvll WU vas> |1 £ UULpUL.
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Summary of gbasf2

The grid is a distributed computing network that is used by

Belle Il for many purposes including MC production and
user analysis.

You have to have a grid certificate and be registered with
DIRAC in order to use the grid.

Your basf2 python scripts should run on the grid using
gbasf2.

gbasf2 uses data blocks (collections of files) as input
rather than individual files (or lists or files).

But always check that they do run successfully with a
central release version of basf2 before submitting them to
the grid!
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Data Production shifts

Do you want to learn more about Belle || computing?
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Data Production shifts

Do you want to learn more about Belle || computing?

Do you want to help the Belle Il Data Production?

30th January 2020 5th B2SKW Computing 91



Data Production shifts

Do you want to learn more about Belle || computing?
Do you want to help the Belle Il Data Production?
Yes — you are in luck! You can do both!

https://confluence.desy.de/display/Bl/Data+Production+Shifts
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Data Production shifts

Do you want to learn more about Belle || computing?

Do you want to help the Belle Il Data Production?

Yes — you are in luck! You can do both!
https://confluence.desy.de/display/Bl/Data+Production+Shifts

Responsibilities of the shifter:

(1) monitoring the production status through web portals,
(2) reporting problems or issues to the experts,
(3) filling out the shift elog and updating the shift summary

Shifts are booked in blocks of three or four days, and can be done from
anywhere in the world — every shift is a day shift!

If you can access the DIRAC webpage, you can take a shift.
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Data Production Shifts

O EUE Nl Software/Computing

SoftwareQualit

https://elog.belle2.org/elog/Data+Production/

Data production, Page 152 of 380

List | Mew | Edit | Delete | Reply | Duplicate

Find | Help | Config

DAQ | Beast| PXD| VXD | CDC | SVD | ECL| TOP| ARICH| KLM | TRG | LABM | PXD-SVD testheam |
DEERGLITLGE B2CC Operation

Logged in as "Matt Barrett”

Full | Summary | Threaded O - Day -- ¥ | --Type -- ¥ 7593 Entries
Goto page Previous 1, 2, 3 ... 151, 152, 153 ... 378, 379, 380 MNext
g—
1D Date Day Author ﬁvpe\ allok Text H
_ o o 1. Check the number of running and waiting
4702 2019/08/ 7 Wed 032:01 UTC 2019/08/ 7 Wed 03:00 UTC Matt Barrett 4h jobs. .
Running jobs: 1482.
o o 4. Central Services
4701 2019/08/ 7 Wed 01:03 UTC 2019/08/ 7 Wed 01:00 UTC Matt Barratt ' 2h )
Ckay.
_ X , ) 3. Scheduled downtime of grid sites
4700 2019708/ 6 Tue 23:52 UTC 2019/08/ 6 Tue 23:49 UTC Matt Barrett First check ) )
Site name: LCG. CYFRONET. p1 (Down/Total
4699 2019/08/ 6 Tue 23:49 UTC 2019/08/ 6 Tue 23:49 UTC Matt Barrett Start of the shift 0. Start on the Snift Log
i ) ) Recard the number of runming and waiting jobs
4698 2019/08/ 6 Tue 19:56 UTC 2019/08/ 6 Tue 19:55 UTC Pavel Krokovny End of shift Tetal Running Job = 1232
Total Waiting Job = &7362
4697 2019/08/ 6 Tue 19:30 UTC 2019/08/ 6 Tue 18:30 UTC Pavel Krokovny &, ceneral Services
i ) 1. Check the number of running and waiting
4696 2019708/ 6 Tue 16:53 UTC 2019/08/ 6 Tue 16:53 UTC Pavel Krokowvny jobs.

g

Total Running Job = 2926

Checks every 2 hours. I
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Data Production Shifts

I Most monitoring can be done from these tabs (on the DIRAC page).

A —

AID DownTime Pilot Trend Pilot Submission Pilot Processing Pilot Waiting Job Trend Jobstatus UserAna Job Summary Replication Trend DDM Trend DDM Task Trend Transfer SE Accounting| =

-

e
o

Total Running/Waiting jobs (1 day) Total Running/Waiting jobs {7 day) Total Running/Waiting jobs (30 day)

F 120000 = 120000 =
MulopleWaitingjobs =~ TotalRunmingjobs : Mulbplewaitinglobs == TotalRunningjobs MulopleWaltingjobs == TotalRunmingjobs
100000 Otherwaitinglobs =& AnyWaitingobs o~ OtherWaitingjobs = AnyWaitingjobs Otherwaitinglobs =& AnyWaitingjobs
-8 TotalWaiting|obs 100000 —8— TotalWaiting)obs 100000 —&— TotalWaitingjobs
Booon Mf‘\‘_{"“‘
Faan d0o00 40000
= ol
60000 i
60000 Gooon
L [ . .
Hooon 40000 40000
e & . ' A ANAA A A
20000 - ) 20000
0 -5 i el Lo = 0= y y y - y r 1} 1
E-N-E-E-R-R-R-N-E-N-1] oD -E-R-8- -N-N-3-%-] -E-N-T-N-E-E-N-T-R-K-R-R-1-F-X-E-} FE-R-E-E--E-X-) =] =}
-R-N-N-N-N-N-N-N- [-R-] (-} -} [-R=N-] 2gaca cEgooepogooocaQeeEaO R-N-R-R-N-0-3- =] -]
LR L - g} MO -0 MEOEM@ANO NN BB MO M L L i "
DD00O0DODAAA H NO B ==Y - FADOANOHHDOANDAAND AMDOFAADD =] B
[ - - - - o om mao mmmTe ANVODEEFRRRDOIOREODS O AMNTHarROo 4] Ll
fd'\'\\l"J-'ll:»l'\:\'\f']-"] [ i f']'."‘f\'u ‘fJf']:\l:'\ N ANNNNDNNNPNSNNRNANDN [‘" CDG_SC':‘GA ™ m
Addaddddd = = | e Adddddddddddddadd Adddddd X ]
cocoocoocooOEd 5} = K-~ Cpabo cocoocoOoococDODR0 cocoooo¢t =] 5

Total Running Job = 20570

Total Waiting Job = 74240

‘_:_ -—| B2Monitering Plot... View deskiop ~ | mattb~ @ belle~ | Belle-KEK ~
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Reminder

When you try submitting your own analysis code to the grid (as you may do
so with your tutor in this workshop)

Always test with a central release of basf2 before submitting to the
grid!

Some Very Wise Words from Hara-san

GRID is NOT the local computing system like KEKCC
Once you submit jobs, your jobs will be assigned to the computing systems around the world.
If your job is a problematic one, it will be distributed to the world

and all sites will be affected.

Therefore, you have to check your jobs with local computing system, e.g. in KEKCC carefully
before you submit jobs to GRID.

+ maximum size of the output log from each job must be less than 30MB
+ maximum memory comsumption of each job must be less than 2GB
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Starter Kit workshop

If you were unable to try the hands on exercises
today:

Please feel free to try them later in the
workshop and ask me (or other tutors and
instructors) any questions.
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More Information

https:/www.belle?.org/

chat: https://chat.belle2.org

questions: https://questions.belle2.org

calendar: http://superb.kek.jp/mestings/calendar.himl

glossary: https://confluence.desy.de/display/Bl/Main+Glossary

i I

sympa (email lists): Wi /
SpeakApp: hitps://speakapp.link/

- https://confluence.desy.de/display/Bl/Main+AudioVideoConferencing
git/stash: hitps://stash.desv.de/

- hitps://confluence.desy.de/pages/viewpage.action?pageld=35832648

- -, i f 2 |—
JIRA: hitps://agira.desy.de

basfZ: https.//b2-master.belle?.org/software/development/sphinx/index.html

gbasf2: hitps://confluence.desy.de/display/Bl/Computing+GBasf?

- hitps://confluence.desy.de/display/Bl/Instructions+for+gbasf2+analysis

Documentation, training and outreach: hitps.//confluence.desy.de/display/Bl/Documentation%2C+Training+and+Software+outreach

Data production: https://confluence.desy.de/display/Bl/Data+production+WebHome

-  Phase 2 data: https://confluence.desy.de/display/Bl/Experiment+3

- Phase 3 data: https://confluence.desy.de/display/Bl/Phase+3+data
KEK user site: https://krs.kek.jp/uskek/ui/Ul 00D000E.do
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Stands for

Belle Analysis Software Framework

Acronym

Belle 2 Analysis Software Framework

Belle 2 Grid Analysis Software
Framework

Distributed Infrastructure
with Remote Agent Control

Belle2DIRAC | Belle Il extensions for the DIRAC system

Open Science Grid

(W)LCG (Worldwide) LHC Computing Grid

Virtual Organisation

Virtual Organisation Membership Service
Logical Path Name
Physical Path Name

Monte-Carlo (campaign) 9

30th January 2020

Actually means

The name of the software for the Belle experiment.

The name of the software for the Belle 2 experiment.
See the pre-B2GM tutorials for more information.

The name of user-side software tools for running basf2 code on the
grid.

Software to manage jobs and files on the grid http://diracgrid.org/

Belle Il custom things for the above software.

The worldwide grid of computing resources. Not just for HEP (also
astronomy, molecular science...)

The computing grid for CERN experiments.

The name of the group of users who share infrastructure (like a HEP
experiment). Confusingly, our VO is called 'belle’ (with no '2').

A system of managing authorisation for certificates with a VO.
Virtual path to a dataset.

The real path to a dataset at a specific site (you should never need
to care about this).

The ninth campaign for Belle Il to generate samples of simulated
fake data (MC).
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Previous Tutorials

Kunxian Huang

Sam Cunliffe, Jake
Bennett, Takanori Hara

Takanori Hara

Takanori Hara
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Date

Feb 2018 release-00-09-01

15 Starter Kit

October 2017 release-00-09-01
June 2017 release-00-08-00
February release-00-07-02
2017

5th B2SKW Computing

Basf2 release used

Location

https://kds.kek.jp/indico/event/26
297/session/0/contribution/13

https://kds.kek.jp/indico/event/25
41129/session/58 ?slotld=0#201710

https://kds.kek.jp/indico/event/24
563/session/45 ?slotld=0#201706

htt s:/lkds.kek.jp/indico/event/23
336/seSS|on/54 material/4/2.pdf

https://kds.kek.jp/indico/event/23
336/session/54/material/4/0.pdf
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https://kds.kek.jp/indico/event/25459/session/58/?slotId=0#20171013
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https://kds.kek.jp/indico/event/24563/session/45/?slotId=0#20170623
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