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Symptom; event shift
• We record CDCTRG data content with suppress factor of 256, namely only when the 

event number is multiple of 0x100. 
• Only TRG header info is recorded for remaining 255 events 

• Event shift happened during data taking, thus the content-recorded event is shifted 
•  All UT4 CDCTRG might be affected 
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Symptom; Corrupted Data

• Happened when the global run stopped and started without ABORT 
• Looks event number was not cleared for the problematic board when 

the next run started
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[2024-03-19 09:37:32] [FATAL] RTRG1 : rtrg1 ch=3 : ERROR_EVENT : CORRUPTED DATA: Different event number 
over channels. Event_number(12272583) is different from other channel(eve 0). Exiting...: exprun 0x0788ea00 
[2024-03-19 09:37:32] [DEBUG] state transit : RUNNING >> ERROR
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Readout protocol signals

• When a writing process is done, the next writing can start only after busy signal (150nsec) is negated. 
• But when the next L1 comes during busy signal for the last event of the waiting queue, because of 

the missing “start next writing if not busy” condition, the event buffer for the L1 is released. 
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Debug
• Added on line to Library/libut4_02/B2L/src/CB/cb_top_32MHz.vhd 
• Corresponding file for gdl, cb_top_32MHz_gdl.vhd, ok (the line has existed) 
• The same file for UT3 ok (the line has existed) 
• Maybe I used very old cb_top_32MHz.vhd when I started making UT4 version of B2L.
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One more improvement (clock unification)

• For CDCTRG modules, 
different clock sources are 
used for sysclk and B2L 

• Unified clock source 
(GDL,ECLTRG) look stable
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One more improvement (clock unification)
• TOP.vhd 

• Sysclk from b2l.clk127m 
• CLKGT?_GC_P/N to b2l.rj?clkp/n 

• If you are using 254MHz reference clock for CLKGT_GC, 
USE254IN=1 in Library/libut4_02/B2L/src/b2tt/b2tt.vhd

Remove
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Test after debug
• 40 hours with 10 kHz, OK. 
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• No problem with stop-start without ABORT 
• 10 times in global run with four 3D modules



b2gm 20241002

Comments and conclusion

• I do not understand how this bug caused observed problems 

• Why only one module out of four which are same firmware?  
• 4 modules are not so precisely synchronized at ~200 nsec level.  

• The bug did not cause event shift when no suppression (cosmic ray data taking). 
• Full data (~16kB) always read, thus always events in waiting queue and no 

“busy signal for the last event in the queue”. 

• Seems to be solved. Sorry for bothering you but please update your modules. 
Let's  see global runs.
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