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 and Muon Detector (KLM): 
Resistive Plate Chambers (barrel outer layers) 
Scintillator + WLSF + SiPM’s (end-caps, inner 2 
barrel layers)

KL

EM Calorimeter (ECL): 
CsI(Tl), waveform sampling (barrel + end-cap)

electrons (7 GeV)

positrons (4 GeV)

Vertex Detector (VXD): 
2 layers DEPFET pixels (PXD) 
4 layers double-sided strip detectors (SVD)

Central Drift Chamber (CDC): 
He(50%) (50%), small cells, long lever 
arm, fast electronics (Core element)

:C2H6

Beryllium beam pipe: 
2 cm diameter

Time-of-Propagation detector(TOP) 
(barrel)

Aerogel Ring-imaging 
Cherenkov detector (ARICH) 
(forward end-cap)

Superconducting Solenoid
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▉ Asymmetric-energy  collider

▉ , B factory

▉ Goal: 


• Nano-beam scheme and increased currents

•  (June 2022, world record) 

e+e−

Ecm = MΥ(4S) ≈ 10.58 GeV

Lpeak = 6 × 1035 cm−2s−1

4.7 × 1034 cm−2s−1

▉ Target : 

• Physics data taking with full setup in March 2019

•  has been recorded by July 2024


▉ Upgraded detectors, trigger and DAQ vs Belle

Lint 50 ab−1

531 fb−1

HER  7 GeV e−

LER  4 GeV e+

SuperKEKB Belle II

531.34 fb−1

Tsukuba, Japan



R(s) =
σ0(e+e− → hadrons(γ))

σ0(e+e− → μ+μ−(γ))
Total hadronic R-ratio

π+π−π0π+π− π+π−π+π−

π0γ ηγ

Introduction
Muon g-2 and HVP

 ▉ Anomalous magnetic moment of muon in SM deviates from direct measurement by 5  or 1-2  ?





 ▉ Uncertainty is dominated (>80%) by the leading order (LO) Hadronic Vacuum Polarization 
(HVP)

• Can be calculated by either Lattice QCD or

• Dispersion integral over the bare cross section  of 


σ σ

aSM
μ ≡ (gμ − 2)/2 = aQED

μ + aEW
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A. Keshavarzi, D. Nomura, and T. Teubner, Phys. Rev. D 101, 014029 (2020).
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Leading order HVP contribution 

𝑎𝜇
HVP,LO =

𝛼
3𝜋
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න
𝑚𝜋
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∞ 𝐾 𝑠
𝑠2

𝜎 𝑒+𝑒− → ℎ𝑎𝑑𝑟𝑜𝑛𝑠
𝜎 𝑒+𝑒− → 𝜇+𝜇−

𝑑𝑠

 Aiming to measure and verify cross sections at Belle II
 As a first step, we begin with e+e-→π+π-π0 channel

Cross section measurements of exclusive channels
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FNAL
(2023) [1]SM (e+e- data) [2]

(2020)
Exp.

SM (Lattice QCD) [3]

SM (e+e- data w/ CMD-3) [4]

Present status of the muon (g-2) SM calculation

𝑎𝜇SM =
𝑔𝜇−2
2

= 𝑎𝜇
QED + 𝑎𝜇EW + 𝑎𝜇HVP+ 𝑎𝜇HLbL

BNL (2006) 

5.1σ? QED HVP HLbLEW

 5σ (or 1-2σ) difference with new direct measurements by Fermilab experiment
 Non-negligible uncertainty in theoretical predictions
 Major uncertainty (~80%) is derived from Hadronic Vacuum Polarization (HVP) term
 Validation by independent experiments is important to understand HVP situation

[1] PRL 131, 161802 (2023)
[2] Phys. Rept. 887, 1 (2020)

[3] Nature 593, 7857 (2021) 
[4] PRL 132, 231903 (2024)

2

FNAL
(2023) [1]SM (e+e- data) [2]

(2020)
Exp.

SM (Lattice QCD) [3]

SM (e+e- data w/ CMD-3) [4]

Present status of the muon (g-2) SM calculation

𝑎𝜇SM =
𝑔𝜇−2
2

= 𝑎𝜇
QED + 𝑎𝜇EW + 𝑎𝜇HVP+ 𝑎𝜇HLbL

BNL (2006) 

5.1σ? QED HVP HLbLEW

 5σ (or 1-2σ) difference with new direct measurements by Fermilab experiment
 Non-negligible uncertainty in theoretical predictions
 Major uncertainty (~80%) is derived from Hadronic Vacuum Polarization (HVP) term
 Validation by independent experiments is important to understand HVP situation

[1] PRL 131, 161802 (2023)
[2] Phys. Rept. 887, 1 (2020)

[3] Nature 593, 7857 (2021) 
[4] PRL 132, 231903 (2024)

Measured    →

Work in progress   →
arXiv:2404.04915

Belle II status

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.97.114025
https://arxiv.org/abs/2404.04915


CMS ISR Energy (GeV)

ISR method and trigger in Belle II
Scan over masses of the hadronic system via initial state radiation (ISR)

 ▉ Fixed center-of-mass energy 


 ▉ Scan ,   is the ISR photon energy in c.m.s.

 ▉ Efficient L1 trigger for ISR events using ECL (cluster energy  2.0 GeV)


• Studied with independent track trigger for μμγ: 99.9% in barrel region 
 0.1% uncertainty

s ≈ 10.58 GeV

s′ = (1 − 2E*γ / s)s E*γ
≥

→

4

Not possible with Belle data !



Status of  measuremente+e− → π+π−(γ)
Following BaBar’s approach [Phys. Rev. D 86, 032013]

 ▉ Reconstruction for R-ratio measurement

• 1 hard photon + 1 optional photon

• 2 tracks w/o particle identification (PID) in preselection


 ▉ Double kinematic fits for selecting signal events and 
disentangling QED corrections:

• 2C “ISR” fit for all events after preselection


‣ 3 measured particles: 2 tracks and 

➡ ISR energy not used


‣ Assume 1 unmeasured photon (ISR) along beam 
directions


• 3C “FSR” fit only for events with  reconstructed


‣ 4 measured particles: 2 tracks,  and 

➡ ISR energy not used


 ▉ PID to separate μμ/KK/ππ

γisr

γ2
γisr γ2
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e− e+

γisr

π+π−

Only 2C fit

Events with no 
additional photon

e− e+

γisr

π+π−
γ2

2C fit + 3C fit

Events with 
additional photon

Belle II Simulation, π+π−γisr



Status of  measuremente+e− → π+π−(γ)
Following BaBar’s approach [Phys. Rev. D 86, 032013]

 ▉ Data set : 424 fb-1 (taken in Run1)

 ▉ Target precision: 0.5%

 ▉ Successful sanity check with < 2 fb-1 data


• Good Data/MC ratio using preliminary selections


• Confirmed high trigger efficiency for  events


 ▉ Single track inefficiency and correlated track loss have been studied with MC


• Good agreement between the data-driven approach and the MC truth based one

 ▉ PID performance is being studied with “probe and tag” method

π+π−γISR(γ)
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Measurement of  cross sectione+e− → π+π−π0

Analysis overview

 ▉ Data set : 191 fb-1





 ▉  range: 0.62 to 3.5 GeV

 ▉ Robust event selection to extract 


• Background determination and suppression (≤1% background at )

 ▉ Precise determination of the efficiency with ≤1% precision

 ▉ Unfolding the spectrum to mitigate detector resolution effects

 ▉ Blind analysis: all selections and corrections are determined with MC and 

control samples

σ3π(M3π) =
Nsignal

ϵ(M3π) ⋅ Leff(M3π)

s′ 

e+e− → π+π−π0γisr

ω

7
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D) Background not containing real ISR : Non-ISR qqbar (dominated by π+π-π0π0) and τ+τ-

i. M(π±γISR) > 2 GeV/c2 to reduce high momentum ρ±→ π+π0

ii. M(γISRγ) cut to reduce ISR candidate from π0-decay photon
iii. Cluster shape cut to reduce ISR-like photon in which two photons from of π0 are merged

Background suppression (2)

iii) ISR photon cluster shape cutii) M(γISRγ) cut i) M(π±γISR) cut

Measurement of  cross sectione+e− → π+π−π0

Event selection

 ▉ Reconstruct 2 tracks + 3 photons:  



• ISR photon:  in ECL barrel region


•  from the IP with ,  ID > 0.1,  ID > 0.1


• : , ,  wide range for  mass fit


 ▉  against non-  events: , , 

 ▉ Four-momentum kinematic fit (4C-Kfit)

• Constrain to initial 


•  and  

 ▉ Suppress non-ISR background


•  ,  and ECL cluster shape 

e+e− → π+π−π0γisr → π+π−γγγisr

ECMS > 4 GeV
π± pT > 0.2 GeV π/e π/K
π0 Eγ > 0.1 GeV Mγγ < 1 GeV π0

M2
recoil(π

+π−) > 4 GeV2/c4 π0 e+e−γ π+π−γ μ+μ−γ

e+e−

χ2
4C(2π3γ) ≤ 50 χ2

4C(2π5γ) > 30

Mπ±γisr
Mγisrγ
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 New calorimeter trigger using ISR photon
> 99% efficiency

 Four-momentum conservation kinematic fit

 Residual background suppression
Reduce ~90% background losing 10% signal

π±

◼ From the interaction point
◼ Exact two tracks in an event

π0-decay photons
◼ E > 100 MeV
◼ M(γγ) < 1 GeV/c2

Wide range for π0 mass fit 

ISR photon
◼ ECMS > 2 GeV
◼ In barrel ECL for trigger

7 GeV e- 4 GeV e+

Reconstruct two tracks + three photons : e+e-→π+π-π0γISR→ π+π-γγγISR

e+e-→π+π-π0γISR selection

3πγ (signal)

2πγ

4πγ

4C-Kfit χ2 distribution (MC)

19

Background suppression (1)

A) Background not containing real π0 : e+e-→ e+e-γ, π+π-γ, μ+μ-γ 
– Pion/Electron ID > 0.1
– M2

recoil(π+π-) > 4 GeV2/c4

B) Charged kaon : e+e-→K+K-π0γ
– Pion/Kaon ID L(π/K) > 0.1

C) e+e-→ π+π-π0π0γ 
– Reconstruct π+π-π0π0γ (with additional π0)
– 4C kinematic fit under π+π-π0π0γ (2π5γ) hypothesis, 

and χ2
4C(2π5γ) > 30

3πγ signal
No additional π0 found

χ2
4C(2π3γ) versus χ2

4C(2π5γ) 

High pπ0High pρ±→π±π0



𝝎′

𝝎′′ 𝑱/𝝍

Measurement of  cross sectione+e− → π+π−π0

Signal extraction

 ▉ Fitting  spectrum in each  bin to extract  signal

 ▉ Residual background estimated with data-MC correction factors

Mγγ M3π π0

9

Signal

Backgrounds

𝝎
𝝓

Background is 0.5% 
at the 𝜔 peak

 

 



Measurement of  cross sectione+e− → π+π−π0

Background estimation and validation
Background enhanced data as a control sample to determine a mass-dependent data-MC scale factor :


 ▉ : Invert π/K-ID L(π/K) > 0.1 ⇒ L(π/K) < 0.1


 ▉ : Reconstruct  and select < 30


 ▉ Non-ISR : 0.10 < < 0.17 GeV or large cluster second moment

e+e− → K+K−π0γ

e+e− → π+π−π0π0γ π+π−π0π0γ χ2
4πγ

qq̄ Mγisrγ
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Background estimation
Estimate by determining a mass-dependent data-MC scale factor using a control sample.

 e+e-→K+K-π0γ : Invert π/K-ID L(π/K) > 0.1 ⇒ L(π/K) < 0.1
 e+e-→ π+π-π0π0γ : Reconstruct π+π-π0π0γ and select χ2(4πγ) < 30
 Non-ISR qqbar : 0.10 < M(γISRγ) < 0.17 GeV / large cluster second moment

𝑁Signal
data = 𝑁Signal

MC ∙ 𝑁Control
data

𝑁Control
MC
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Measurement of  cross sectione+e− → π+π−π0

Unfolding to mitigate the effect of detector resolution

 ▉ Typical mass resolution: ~ 7-10 

 ▉ Data-MC difference of mass bias and detector resolution is studied with 

narrow peaks at ω, Φ, and J/ψ in data


• Correct MC by 1  for resolution and 0.5-1.5  for mass shift

MeV/c2

MeV/c2 MeV/c2
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 The signal spectrum is unfolded to mitigate the effect of detector resolution
◼ Typically with a mass resolution around 7-10 MeV/c2

 The data-MC difference of mass bias and resolution is determined 
by a Gaussian convolution fit to the ω, Φ, and J/ψ resonances
◼ Mass bias of 0.5-1.5 MeV/c2, and resolution of about 1 MeV/c2 is corrected

Unfolding

True

Measured
Tr

ue
 s

pe
ct

ru
m

 (G
eV

/c
2 )

Transfer matrix

Measured spectrum (GeV/c2)

σ ~ 7 MeV/c2

Mass resolution
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Measurement of  cross sectione+e− → π+π−π0

Signal efficiency and data-MC corrections

Efficiency , Data-MC correction  ~ O(1)%


 ▉ Signal efficiency is estimated with MC of 10 x larger statistics

 ▉ Data-MC correction factors are studies with data-driven methods and 

different control samples

ϵ = ϵMC∏
i

(1 + ηi) ηi

12

11

 1st order signal efficiency is estimated using MC of the x10 larger statistics

 Possible differences between data and MC are studied in data-driven way using 
several  control samples

MC signal efficiency : 7-9%

𝜀 = 𝜀MCෑ
𝑖

(1 + 𝜂𝑖) Data-MC correction 𝜂𝑖 ~ O(1)%Efficiency

Signal efficiency and data-MC corrections

Sources Efficiency correction 𝜂𝑖 (%)
Trigger -0.1±0.1
ISR photon detection 0.2±0.7
Tracking -1.4±0.8
π0 detection -1.4±1.0
Background suppression -1.9±0.2
χ2 distribution 0.0±0.6
Total correction -4.6±2.0



32

Higher-order ISR effects

 Although a one-ISR photon emission process is set as the signal, 
in reality there are processes with multiple photon emissions.

 Two effects need to be considered from the existence of multiple photons:
A) Effective integrated luminosity 𝐿eff (radiative correction): 0.5% unc. 
B) χ2 selection efficiency due to ISR photon calculations in generator: 1.2% unc. 

Leading-order (LO) ISR Next-to-Leading-order (NLO) ISR NNLO ISR
Signal process

Measurement of  cross sectione+e− → π+π−π0

Higher-order ISR effects

 ▉ Signal in this analysis: single ISR emission

• In reality: There are processes with multiple ISR photon emissions


 ▉ Two effects of the existence of multiple ISR photons


• Effective integrated luminosity  (radiative correction): 0.5% unc.


•  selection efficiency due to ISR photon calculation in generator: 1.2% unc.

Leff

χ2

13
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Measurement of  cross sectione+e− → π+π−π0

Systematic uncertainty

 ▉ Luminosity is measured with Bhabha events

 ▉ Major systematic uncertainty from MC generator and  efficiencyπ0

14

12

Systematic uncertainty for e+e-→π+π-π0 cross section

 Luminosity is measured with Bhabha events and confirmed with e+e-→γγ and μ+μ- processes 
 Major systematic uncertainty comes from MC generator, and π0 efficiency

Source Systematic uncertainty (%)
√s < 1.05 GeV2 √s > 1.05 GeV

Trigger efficiency 0.1 0.2
ISR photon efficiency 0.7 0.7
Tracking efficiency 0.8 0.8
π0 efficiency 1.0 1.0
χ2 criteria efficiency 0.6 0.3
Background suppression efficiency 0.2 1.9
MC generator (due to missing NNLO MC) 1.2 1.2
Radiative correction 0.5 0.5
Integrated luminosity 0.6 0.6
Total systematics 2.2 2.8



Measurement of  cross sectione+e− → π+π−π0

Results: cross section at the ω resonance

 ▉ ω resonance has a large cross section and contributes largely to 

 ▉ Our result is 5-10% higher than BaBar, SND, and CMD-2

aμ(3π)

15

Cross section differences compared to ours



Measurement of  cross sectione+e− → π+π−π0

Results: cross section at higher energy

 ▉ Good agreement with BaBar’s result

16

14

 Cross section in √s’ > 1.05 GeV is in good agreement with BABAR result

Φ(1020) 1.05-2.00 GeV 2.00-3.50 GeV

Result: cross section in higher energy



Measurement of  cross sectione+e− → π+π−π0

Results: 3  contribution to π aLO,HVP
μ

 ▉ Using our result:


 ▉ 6.5% higher than the global fit result with  
significance


 ▉ The difference, 3 x 10-10, corresponds to 10% of 

2.5 σ

Δaμ = aμ(Exp) − aμ(SM) = 25 × 10−10

17

15

Results: 3π contribution to aμ HVP

 6.5% higher than the global fit result with 2.5σ significance

 This difference 3x10-10 corresponds 10% of Δaμ=aμ(Exp) – aμ(SM)=25x10-10

𝑎𝜇
LO,HVP,3𝜋 0.62‐ 1.8 GeV = 48.91 ± 0.25stat ± 1.07syst × 10−10

aμ(3π)×1010 Difference×1010

BABAR alone [PRD 104, 11 (2021)] 45.86 ± 0.14 ± 0.58 3.2±1.3 (6.9%)

Global fit* [JHEP 08, 208 (2023)] 45.91 ± 0.37 ± 0.38 3.0±1.2 (6.5%)
* Not includes BESIII preliminary result [arXiv:1912:11208]

Contribution to 3π LO HVP using solely our result

WP2020
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FNAL
(2023) [1]SM (e+e- data) [2]

(2020)
Exp.

SM (Lattice QCD) [3]

SM (e+e- data w/ CMD-3) [4]

Present status of the muon (g-2) SM calculation

𝑎𝜇SM =
𝑔𝜇−2
2

= 𝑎𝜇
QED + 𝑎𝜇EW + 𝑎𝜇HVP+ 𝑎𝜇HLbL

BNL (2006) 

5.1σ? QED HVP HLbLEW

 5σ (or 1-2σ) difference with new direct measurements by Fermilab experiment
 Non-negligible uncertainty in theoretical predictions
 Major uncertainty (~80%) is derived from Hadronic Vacuum Polarization (HVP) term
 Validation by independent experiments is important to understand HVP situation

[1] PRL 131, 161802 (2023)
[2] Phys. Rept. 887, 1 (2020)

[3] Nature 593, 7857 (2021) 
[4] PRL 132, 231903 (2024)

https://www.sciencedirect.com/science/article/pii/S0370157320302556


Summary
 ▉ High ISR trigger efficiency at Belle II

• studied with orthogonal trigger lines


 ▉  study is ongoing

 ▉ Measurement of the  cross section

• Submitted to PRD [arXiv:2404.04915]


• First cross-section measurement for  using the ISR method at Belle II


• Systematic uncertainty of 2.2% at ω


• Our  is about  larger

 than BaBar’s and the global fit

• NNLO QED generators are crucial for 


further improvement

e+e− → π+π−(γ)
e+e− → π+π−π0

aHVP
μ

aLO,HVP
μ (3π) 2.5 σ
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Figure 24. Di↵erences between e+e� ! ⇡+⇡�⇡0 cross-section results from previous measurements and results of this work,
as functions of energy (markers with error bars). Belle II results are taken as the reference at zero, with dashed (dotted) lines
corresponding to the total (systematic) uncertainties. Squares are the BABAR results [35], triangles are the SND results [28],
and diamonds are the CMD-2 results [31].

for a3⇡µ are summarized in Table II. The main sources are1148

the uncertainty due to e�ciency corrections and Monte1149

Carlo generator. The results can be compared to those1150

obtained by the BABAR experiment [35],1151

a3⇡µ (0.62–2.0GeV) = (45.86± 0.14± 0.58)⇥ 10�10

and the global fit of Ref. [36], which includes the BABAR1152

result,1153

a3⇡µ (0.62–1.8GeV) = (45.91± 0.37± 0.38)⇥ 10�10.

The Belle II cross section is 6.9% higher than the cross1154

section observed by BABAR and 6.5% higher than the1155

result of the global fit. The compatibility with either is1156

2.5�. The values of a3⇡µ are calculated separately for the1157

energy ranges below 1.05GeV and 1.05–2.0GeV to com-1158

pare with BABAR, and in both regions, the di↵erences1159

are 7%.1160

X. DISCUSSION1161

Although similar analysis procedures are used by1162

BABAR [35] and Belle II measurements, there are sev-1163

eral di↵erences. The data size used by Belle II (191 fb�1)1164

is 2.4 times smaller than that of BABAR (469 fb�1). The1165

generator used for the signal simulation is AfkQed [62–1166

64] in BABAR and is PHOKHARA [23, 24, 44] in Belle II.1167

There is a di↵erence in the ISR QED simulation between1168

the two programs. Both experiments use kinematical 4C1169

fits for the signal selection. However, BABAR uses only1170

the measured direction for the ISR photon keeping the1171

energy as a free parameter of the fit while Belle II uses1172

the measured ISR photon energy in their 4C fit. BABAR1173

Table II. Summary of contributions to the systematic uncer-
tainty in a3⇡

µ (%).

Source Systematic uncertainty (%)
E�ciency corrections 1.63
Monte Carlo generator 1.20
Integrated luminosity 0.64
Simulated sample size 0.15
Background subtraction 0.02
Unfolding 0.12
Radiative corrections 0.50
Vacuum polarization corrections 0.04
Total 2.19

selects ⇡0’s by counting the number of events in a mass1174

window in M(��), while Belle II determines the ⇡0 yield1175

by fitting the M(��) distribution. Although the size of1176

the background in the ! region is less than 1% in both1177

experiments, these di↵erences a↵ect the size of the re-1178

maining background.1179

The systematic uncertainty of the cross section in the1180

! resonance region is 1.3% for BABAR and is 2.2% in1181

Belle II. BABAR’s systematic uncertainty is dominated1182

by detector e↵ects (1.2%), which are mainly due to the1183

uncertainty in ⇡0 detection and tracking. Belle II’s un-1184

certainty is also dominated by the uncertainty on the ⇡0
1185

e�ciency (1.0%) and tracking e�ciency (0.8%). In addi-1186

tion, Belle II takes into account 1.2% due to the uncer-1187

tainty in ISR photon simulation according to the recent1188

observation in Ref. [57].118911901191

Systematic uncertainty in  aLO,HVP
μ (3π)

https://arxiv.org/abs/2404.04915


Thanks!

19



14

Cross section calculation

g-2 Theory Initiative Mini-workshop 14

Cross section

Corrected Efficiency
Effective luminosity

Unfolded signal spectrum

3π mass at i-th bin 

𝜎𝑒𝑒→3𝜋 𝑀𝑖(3𝜋) =
𝑁unfolded,𝑖

𝜀(𝑀𝑖 3𝜋 ) ⋅ 𝐿eff(𝑀𝑖 3𝜋 ) ⋅ 𝑟rad
Radiative correction 

Correction is <1 %.

𝑟𝑟𝑎𝑑 = 1.0080 ± 0.0007
𝑳𝒆𝒇𝒇

Measurement of  cross sectione+e− → π+π−π0

Cross section calculation

20



Measurement of  cross sectione+e− → π+π−π0

Final-state radiation background

 ▉ Difficult to reject FSR events or extract control samples

 ▉ Estimate FSR using pQCD prediction based on BaBar’s [PhysRevD.104.112003]

21

FSR emission from final-state pions

~ 0.001fb → < 1 event occur

FSR emission from the quark legs

e+e− → MγFSR → π+π−π0γFSR,
M = η, a1(1260), a2(1320), a1(1640), a2(1700), a1(1930), a2(2030)

Considered in systematic uncertainty

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.112003


Measurement of  cross sectione+e− → π+π−π0

ISR photon detection efficiency

 ▉ Measured using  events

• Matching a ECL cluster with missing momentum of the dimuon system

• Good data-MC agreement  0.7% systematic uncertainty

e+e− → μ+μ−γ

→

22



26

 Track loss due to shared hits on the drift chamber is confirmed using the e+e-→π+π-π0γ 
 Define Δ𝜑 ≔ 𝜑 𝜋+ − 𝜑(𝜋−)
 The Inefficiency due to track loss is given by  

◼ The track loss is 5.0% in data and 4.0% in MC

 In total, the correction factor for tracking is (-1.4±0.8)%.
◼ Dependency on no. of CDC hits and duplicated tracks are also studied. 

𝑓 = 𝑁 Δ𝜑<0 −𝑁 Δ𝜑>0
2𝑁 Δ𝜑<0

Δ𝜑 > 0Δ𝜑 < 0

Track loss

CD
C

ou
ter

fra
me

Δ𝜑

Tracking efficiency: Track loss

Δ𝜑 distribution in data

Measurement of  cross sectione+e− → π+π−π0

Tracking efficiency

23

 ▉ Studied with  process (1x3 prong)


• Tag  or  and prob 

• Small data-MC discrepancy  0.3% uncertainty per track


 ▉ Correlated track loss due to shared hits in CDC is confirmed with 


• Define , inefficiency: 


‣ 5% in data and 4% in MC

 ▉ Total correction factor for tracking: -1.4 ± 0.8 %


• including dependency on no. of CDC hits and duplicated tracks

e+e− → τ+τ−

π+π−e± π+π−μ± π∓

→
e+e− → π+π−π0γ

Δϕ ≡ ϕπ+ − ϕπ− f =
N(Δϕ < 0) − N(Δϕ > 0)

2N(Δϕ < 0)

26
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 The Inefficiency due to track loss is given by  

◼ The track loss is 5.0% in data and 4.0% in MC

 In total, the correction factor for tracking is (-1.4±0.8)%.
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Tracking efficiency: Track loss

Δ𝜑 distribution in data

 distribution in dataΔϕ



Measurement of  cross sectione+e− → π+π−π0

 efficiencyπ0

24

 ▉ Estimated using the exclusive process 


• Reconstruct only , and constrain their recoil with  mass (1C recoil fit)  counting 
 as denominator


‣ Events with successful  reconstruction as numerator


 ▉  is studied in data and MC respectively: Data/MC ratio = 0.986 ± 0.006stat


 ▉ Related systematic uncertainty is 1.0% by varying M(γγ) signal pdf, background pdfs, and selections

e+e− → ωγisr → π+π−π0γisr

π+π−γisr π0 →
ω → π+π−π0

rec

π0

ϵπ0
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Figure 16. (a) Three-pion mass M(⇡+⇡�⇡0
rec.) distribution for event fully reconstructed using ⇡+⇡�� particles. The shaded

histograms in the top panel show the result of a M(⇡+⇡�⇡0
rec.) fit to the data with signal and background components. The

di↵erences between data and fit results divided by the data uncertainties (pull) are shown in the bottom panel. (b) The same
M(⇡+⇡�⇡0

rec.) distribution for the events fully reconstructed using ⇡+⇡�⇡0� particles. The convention of the figure is the
same as (a). (b) The shaded histograms, which show simulated signal and background, are normalized to the data to check the
consistency of the signal model. The data-to-simulation ratio is shown in the bottom panel.

ISR photon. The dominant uncertainty is from the ISR797

photon. To estimate this uncertainty independently from798

the signal process, we use an e+e� ! µ+µ�� control799

sample, which provides high purity µ+µ�� events with-800

out a �2 requirement. In addition, the signal and this801

data control sample have similar kinematic properties802

as they both include an ISR photon and two oppositely803

charged particles of similar masses. We define the e�-804

ciency as a function of the �2-threshold �2
thr as805

✏(�2
thr) =

N(�2 < �2
thr)

Nall
, (10)

where Nall and N(�2 < �2
thr) are the total number of806

events before and after the �2 requirement. Using the �2
807

distribution function f(�2), these values are given by808

Nall =

Z 1

0
f(�2)d�2, N(�2 < �2

thr) =

Z �2
thr

0
f(�2)d�2.

We show the �2 distribution f(�2) for e+e� ! µ+µ��809

events in the dimuon mass range below 1.05GeV/c2 in810

the upper figure in Fig. 17. The points with error bars811

are the data and the filled histogram is the simulation.812

From these distributions, we can obtain the e�ciency in813

Eq. (10) for the data and the simulation separately. The814

lower figure in Fig. 17 shows the data-to-simulation ratio815

of the e�ciency ✏(�2
thr) as a function of �2

thr. For any816

value of �2
thr above �2

thr > 20, the data-to-simulation817

ratio of the e�ciency for µ+µ�� is close to 1.00 within818

0.2%. To address the uncertainty from the di↵erence in819

the kinematic properties of charged particles between the820

µ+µ� and 3⇡ samples, we examine subsamples divided821

by muon momentum. The data-to-simulation ratios are822

tested in the subsamples, and half of the minimum and823

maximum ratios are assigned as a systematic uncertainty824

of 0.6%. A correction for the di↵erence in the 4C fit825

�2 originating from the two photons of ⇡0 decay is826

included in the ⇡0 e�ciency correction by imposing827

the �2
2⇡3� requirement on the numerator. From these828

results, we determine that the correction factor for the829

selection on the 4C kinematic fit is ⌘�2 = (0.0 ± 0.6)%830

for M(3⇡) < 1.05GeV/c2. A similar test is performed831

for the mass region above 1.05GeV/c2 and the results832

are summarized in Table I.833834

835

E. Monte Carlo generator e↵ects836

The good agreement in "(�2
thr) between data and sim-837

ulation samples generated using the KKMC generator in-838

dicates that missing higher-order radiative e↵ects, which839

could modify the event kinematic properties and degrade840

the kinematic fit �2, are not significant for this generator.841

In contrast, a BABAR study of the PHOKHARA gener-842

ator used for signal simulation found a 20% excess of843

events with an additional energetic ISR photon along844

the beam line, in PHOKHARA relative to data [57].845

The ISR-based analysis at BABAR is not impacted as846

it relied on a di↵erent generator, but our analysis, based847

on PHOKHARA, could be a↵ected. Since the BABAR848

study used e+e� ! ⇡+⇡�� and e+e� ! µ+µ�� pro-849

cesses, we reproduce the e↵ect of these processes using850

e+e� ! ⇡+⇡�⇡0� events in Belle II data. A study of851

e+e� ! ⇡+⇡�⇡0� using a three-constraint kinematic852

fit, which allows for an additional ISR photon along the853
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Figure 16. (a) Three-pion mass M(⇡+⇡�⇡0
rec.) distribution for event fully reconstructed using ⇡+⇡�� particles. The shaded

histograms in the top panel show the result of a M(⇡+⇡�⇡0
rec.) fit to the data with signal and background components. The

di↵erences between data and fit results divided by the data uncertainties (pull) are shown in the bottom panel. (b) The same
M(⇡+⇡�⇡0

rec.) distribution for the events fully reconstructed using ⇡+⇡�⇡0� particles. The convention of the figure is the
same as (a). (b) The shaded histograms, which show simulated signal and background, are normalized to the data to check the
consistency of the signal model. The data-to-simulation ratio is shown in the bottom panel.

ISR photon. The dominant uncertainty is from the ISR797

photon. To estimate this uncertainty independently from798

the signal process, we use an e+e� ! µ+µ�� control799

sample, which provides high purity µ+µ�� events with-800

out a �2 requirement. In addition, the signal and this801

data control sample have similar kinematic properties802

as they both include an ISR photon and two oppositely803

charged particles of similar masses. We define the e�-804

ciency as a function of the �2-threshold �2
thr as805

✏(�2
thr) =

N(�2 < �2
thr)

Nall
, (10)

where Nall and N(�2 < �2
thr) are the total number of806

events before and after the �2 requirement. Using the �2
807

distribution function f(�2), these values are given by808

Nall =

Z 1

0
f(�2)d�2, N(�2 < �2

thr) =

Z �2
thr

0
f(�2)d�2.

We show the �2 distribution f(�2) for e+e� ! µ+µ��809

events in the dimuon mass range below 1.05GeV/c2 in810

the upper figure in Fig. 17. The points with error bars811

are the data and the filled histogram is the simulation.812

From these distributions, we can obtain the e�ciency in813

Eq. (10) for the data and the simulation separately. The814

lower figure in Fig. 17 shows the data-to-simulation ratio815

of the e�ciency ✏(�2
thr) as a function of �2

thr. For any816

value of �2
thr above �2

thr > 20, the data-to-simulation817

ratio of the e�ciency for µ+µ�� is close to 1.00 within818

0.2%. To address the uncertainty from the di↵erence in819

the kinematic properties of charged particles between the820

µ+µ� and 3⇡ samples, we examine subsamples divided821

by muon momentum. The data-to-simulation ratios are822

tested in the subsamples, and half of the minimum and823

maximum ratios are assigned as a systematic uncertainty824

of 0.6%. A correction for the di↵erence in the 4C fit825

�2 originating from the two photons of ⇡0 decay is826

included in the ⇡0 e�ciency correction by imposing827

the �2
2⇡3� requirement on the numerator. From these828

results, we determine that the correction factor for the829

selection on the 4C kinematic fit is ⌘�2 = (0.0 ± 0.6)%830

for M(3⇡) < 1.05GeV/c2. A similar test is performed831

for the mass region above 1.05GeV/c2 and the results832

are summarized in Table I.833834

835

E. Monte Carlo generator e↵ects836

The good agreement in "(�2
thr) between data and sim-837

ulation samples generated using the KKMC generator in-838

dicates that missing higher-order radiative e↵ects, which839

could modify the event kinematic properties and degrade840

the kinematic fit �2, are not significant for this generator.841

In contrast, a BABAR study of the PHOKHARA gener-842

ator used for signal simulation found a 20% excess of843

events with an additional energetic ISR photon along844

the beam line, in PHOKHARA relative to data [57].845

The ISR-based analysis at BABAR is not impacted as846

it relied on a di↵erent generator, but our analysis, based847

on PHOKHARA, could be a↵ected. Since the BABAR848

study used e+e� ! ⇡+⇡�� and e+e� ! µ+µ�� pro-849

cesses, we reproduce the e↵ect of these processes using850

e+e� ! ⇡+⇡�⇡0� events in Belle II data. A study of851

e+e� ! ⇡+⇡�⇡0� using a three-constraint kinematic852

fit, which allows for an additional ISR photon along the853
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Measurement of  cross sectione+e− → π+π−π0

Background suppression efficiency

 ▉ Estimated by the ratio of signal yield before/after the suppression criteria

 ▉ Using ω and Φ, J/ψ resonances of good signal-to-noise ratio

 ▉ In , efficiency is (89.5±0.2)% for data


•  = (-1.90±0.20)%

 ▉ In ,  no. of J/ψ events is obtained by fitting 


•  = (-1.78±1.85)%

M3π < 1.05 GeV/c2

ϵdata/ϵMC − 1
M3π > 1.05 GeV/c2 M3π

ϵdata/ϵMC − 1

25

statistical errors in the sample



Measurement of  cross sectione+e− → π+π−π0

Kinematic  selection efficiencyχ2

 ▉ Studied with 

 ▉ Check effects from differences in vertex, momentum and energy of ISR and 

tracks

• Agreement confirmed within ±0.6% uncertainty


 ▉ Multi-ISR photon is discussed on next slides

e+e− → μ+μ−γ

26
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Figure 17. (top) Distribution of �2
2µ� and (bottom) data-

to-simulation ratio of the �2
2µ� e�ciency ✏(�2

thr). In the top
panel, the points with error bars represent the data and the
filled histogram represents the simulated sample normalized
to the integrated luminosity of data.

beamline, corroborates BABAR’s findings. Events with854

such an additional photon usually fail the �2
2⇡3� selection855

criterion. Removing this excess in the simulation would856

increase the measured signal e�ciency by (2.4 ± 0.7)%.857

The BABAR study also indicates that events with two858

additional energetic photons, a process not simulated by859

PHOKHARA, make up (3.5± 0.4)% of the events in the rel-860

evant mass range, which can be compared to the total861

fraction with a single photon and two additional photons862

(21.8± 0.4)%. If included in the simulation, such events863

would be expected to reduce the signal e�ciency by an864

amount comparable to a 1.9% change in e�ciency. We do865

not assign a correction to signal e�ciency for these gener-866

ator e↵ects, but instead, assign an additional uncertainty867

of 1.2% as a systematic uncertainty for the generator,868

which is the sum in quadrature of the 0.7% uncertainty869

due to a single additional photon and 0.95%, correspond-870

ing to half of the uncertainty due to two additional pho-871

tons.872

F. Trigger e�ciency873

To evaluate the e�ciency of the ECL energy trigger,874

e+e� ! µ+µ�� events triggered by a tracking trigger875

based on CDC and KLM signals are selected and used as876

a reference. The track trigger matches CDC tracks with877

KLM hits, allowing for high trigger e�ciency for events878

with one or more barrel muons. This provides a data879

sample of 12 million e+e� ! µ+µ�� events independent880

of the ECL trigger. The trigger e�ciency tested in this881

way using the data is close to 100%. Taking the ratio882

of the trigger e�ciency between the data and the simu-883

lation, we obtain a data-to-simulation correction factor,884

⌘trig = (�0.09 ± 0.08)% for the 0.62–1.05GeV/c2 in the885

three-pion mass range that includes the ! and � reso-886

nances, (�0.08 ± 0.08)% for the 1.05–2.0GeV/c2 range,887

and (�0.06± 0.08)% for the 2.0–3.5GeV/c2 range.888

G. E�ciency for background-suppression criteria889

Several background suppression criteria are applied in890

Sec. III B. We evaluate the net signal e�ciency by com-891

paring the ratio of the signal yield before and after ap-892

plying these criteria for the data and the simulation sep-893

arately. The criteria include particle identification and894

⇡+⇡��, µ+µ��, ⇡+⇡�⇡0⇡0�, and non-ISR qq suppres-895

sion. The e�ciency in data and simulation is the fraction896

of background-subtracted events passing the selection.897

Even without these selections the signal purity near the898

! and � resonances is 97%. The correction factor for the899

three-pion mass region below 1.05GeV/c2 is estimated to900

be ⌘sel = (�1.9±0.2)% using events in the ! and � reso-901

nance regions. The correction factor in the region above902

1.05GeV/c2 is evaluated from a fit to the J/ resonance903

to be (�1.8± 1.9)%.904

VI. SIGNAL EXTRACTION AND UNFOLDING905

A. Measured three-pion mass spectrum906

To better estimate the three-pion mass, we re-evaluate907

the ⇡+⇡�⇡0 mass using the momenta determined from908

five-constraint kinematic fits, which constrain the dipho-909

ton mass to match the known ⇡0 mass, in addition to the910

constraints of four-momentum conservation. The M(3⇡)911

bin width is varied depending on the 3⇡ invariant mass:912

2.5MeV/c2 in the ! and � resonance regions, 20MeV/c2913

in the region below 0.7GeV/c2, and 25–50MeV/c2 in the914

region above 1.05GeV/c2. As noted in Sec. III C, we fit915

the M(��) distribution in each M(3⇡) bin to extract the916

⇡0 yield. Before performing the fit for each bin, the six917

line-shape parameters of the signal PDF, three parame-918

ters for the Novosibirsk function, and two parameters for919

a Gaussisan, and their ratio, are determined by fitting920

events in the M(3⇡) range below and above 1.05GeV/c2921

(Fig. 3). To extract the signal yield in each M(3⇡) bin,922

a binned maximum-likelihood fit is carried out with the923

signal PDF described above and a linear function to de-924

scribe the combinatorial background. The linear func-925

tion is intended to stabilize the fit in ⇡+⇡�⇡0 bins with926

small amounts of combinatorial background. In the fit,927

the signal normalization and background parameters are928

allowed to float. Figure 18 shows the M(��) distribu-929

tions for events with M(3⇡) in the ! resonance region930

and around 900MeV/c2, respectively. These are typical931

examples of signal-extraction fits in cases of large or small932

M(3⇡) bin populations. Figures 19 (a) and (b) show the933

signal yields resulting from the M(��) fits as functions934
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χ2 selection efficiency

 ISR and tracks χ2-criteria efficiency is confirmed using e+e-→μ+μ-γ sample
 Confirm effects from differences in position, momentum, and energy of ISR and tracks

 Agreement confirmed within ±0.6% uncertainty
 Dependence on multi-ISR photon calculations is discussed on the next page

𝜀data 𝜒thr2

𝜀MC 𝜒thr2

𝜀 𝜒thr2 =
𝑁(𝜒2 < 𝜒thr2 )

𝑁all

Data-MC ratio
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Measurement of  cross sectione+e− → π+π−π0

Higher-order ISR effects: radiative correction

 ▉ Leading order (LO) ISR luminosity with  = 191/fb is given by:





 ▉ Radiative correction is the ratio of the ISR emission probability including 
higher-order effects (LO+NLO+…) to LO


 ▉ Higher order (LO+NLO) effects calculated by PHOKHARA

• Give us radiative correction of 1.008-1.013 depending on hadronic energy 
√s’

Lint

Leff =
2 s′ 

s
α
π ( s2 + s′ 

2

s(s − s′ )
ln

1 + cos θ
1 − cos θ

−
s − s′ 

s
cos θ) Lint
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Measurement of  cross sectione+e− → π+π−π0

Higher-order ISR effects:  efficiencyχ2

 ▉ 20% excess of the fraction of NLO (two ISR) events on PHOKHARA is reported 
by BaBar [PhysRevD.108.L111103]

• Also confirmed with Belle II data

• Our  selection rejects most NLO events  efficiency change

‣ Estimated with MC only:  efficiency is underestimated by (2.4±0.7)%


 ▉ NNLO (three ISR) is not included in the generator

• (3.4±0.4)% observed by BABAR

• Influence to this analysis: efficiency overestimation by 1.9% 

 ▉ No correction is applied to our result, but

• 1.2% systematic uncertainty is assigned as MC generator derived error 
‣ 0.7% (error from NLO excess) ⊕ 0.95% (half of NNLO effect) = 1.2%

χ2 →
χ2
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https://journals.aps.org/prd/abstract/10.1103/PhysRevD.108.L111103


Measurement of  cross sectione+e− → π+π−π0

Results: cross section below 1.05 GeV
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Result: cross section below 1.05 GeV
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Result: cross section below 1.05 GeV
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Major differences from BABAR 2021 measurement
 In quite a few respects, this analysis follows the BABAR method
 Systematic uncertainty is still nearly twice as large

◼ NNLO generator is needed

Belle II BABAR (2021)
Dataset 191 fb-1 469 fb-1

Combinatorial γγ background M(γγ) fit Negligibly small(?)
ISR energy in kinematic fit Used Unused
Generator PHOKHARA AfkQed
Generator uncertainty 1.2% -
Detection efficiency uncertainty 1.6% 1.1%
Integrated luminosity 0.6% 0.3%
Total systematic uncertainty for aμ(3π) 2.2% 1.3%

Measurement of  cross sectione+e− → π+π−π0

Comparison with BaBar 2021 measurement
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 ▉ In quite a few respects, this analysis follows BaBar’s method

 ▉ Systematic uncertainty is still nearly twice as large

• NNLO generator is needed


