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Belle (II) at (Super)KEKB
• Asymmetric e+e- collider, running at Y(4s) resonance 

‣ KEKB (1999-2012) => SuperKEKB (2019-present) 

‣ Achieved world’s record instantaneous luminosity of 
5.1x1034cm−2s−1 (December 2024) 

‣ Recorded 772M (387M) BB̄ pairs at Belle (II), Run 2 
data-taking ongoing 

• Beauty (and tau/charm) factory experiment 

‣ Improved performance (vertexing, tracking, neutral 
particle reconstruction, PID, flavor tagging) 

‣ Hermetic detector and known initial energy (ideal for 
decays with missing energy)
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Recent results on beauty and charm*
• CPV in charm: nature of CPV observed in D0→K+K- and D0→π+π- yet 

to be fully understood 
‣ D0→K0SK0S approaching precision to observe SM-induced CPV,  

first measurement using opposite-side charm tagging NEW 
‣ D0→π0π0  important ingredient for the D→ππ isospin sum rule, 

least known experimentally NEW 

• CPV in beauty: constrain the angles of the unitarity triangle 
‣ φ1(β): measured in b→cc̄s transitions, precision close to effect of 

penguin amplitudes, controlled with B0→J/ψπ0 
‣ φ2(⍺): least known angle, determined from isospin analysis of 

B→ππ and B→ρρ 

• (Semi)tauonic and lepton-flavor violating B-decays: enhancements 
predicted by models explaining b→c𝛕v anomalies and B→Kvv excess 
‣ Searches for B0→K*0𝛕𝛕 and B0→K0s𝛕l 
‣ Measurement of BF of B+→𝛕v (and Vub)

3*see talks from F. Trantou and M. Campajola for Belle II results on tau and dark sector

https://agenda.infn.it/event/44272/timetable/?view=standard#63-search-for-a-dark-photon-an
https://agenda.infn.it/event/44272/timetable/?view=standard#28-tau-and-dark-sector-physics
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Figure 2: Distributions of (left) m(K0
SK

0
S ) and (right) qr for D0 → K0

SK
0
S candidates in

(top) Belle and (bottom) Belle II data, with fit projections overlaid. The qr distributions
are only for candidates in the m(K0

SK
0
S ) signal regions indicated by the vertical lines.

6 Systematic uncertainties191

We consider the following sources of systematic uncertainties: fit modeling, residual con-192

tamination from D0 → K0
Sω

+ω→ decays, and e!ects due to the forward-backward asym-193

metry in e+e→ → cc production.194

We estimate the first using pseudoexperiments generated with the default fit model,195

and fitted with alternative models derived from data where one of the fit shapes is changed.196

As alternative models for the mass shapes we use a Johnson SU distribution [46] for signal197

and a second-order polynomial for background. For the r distributions, we fill alternative198

histogram templates by varying the definition of the mass sideband. The alternative199

models give an equally good description of the data as the default models. The observed200

average di!erences between measured and generated asymmetries, 0.35% for Belle and201

0.10% for Belle II, are assigned as systematic uncertainties.202

A residual contamination of D0 → K0
Sω

+ω→ decays, which is indistinguishable from203

the signal inm(K0
SK

0
S ), is neglected in the fit and counted as part of the signal component.204
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CPV in D0→K0SK0S

• Color and CKM-suppressed transition, 
interference between c→uss̄ and c→udd̄ 
amplitudes, ~O(1%) CPV possible in SM 

• Using Belle (980fb-1) + Belle II (428fb-1) 
datasets and combining D*+ tag (~7k signal 
candidates) and opposite-side tag (~20k) 
samples [PRD 107, 112010 (2023)] 

• Combination of two analyses gives most 
precise determination of the CP asymmetry

4

D*+ tag [PRD 111, 012015 (2025)]

Opposite-side tag [paper in preparation]

In the combination, the systematic uncertainties due to the fit modeling are considered242

uncorrelated, while those due to the D0 → K0
Sω

+ω→ contamination are considered fully243

correlated.244

The results are also consistent with previous Belle and Belle II determinations based245

on the independent sample of D↑+-tagged D0 → K0
SK

0
S decays [22]. A combination of the246

results of this paper with those of Ref. [22] yields247

ACP (D
0 → K0

SK
0
S ) = (↑0.6± 1.1± 0.1)% . (7)248

This is the most precise determination of ACP (D0 → K0
SK

0
S ) to date. It agrees with CP249

symmetry and with results from other experiments [18, 19, 20, 21].250
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CPV in D0→π0π0

• Non-zero CP asymmetries arise from interference 
of CKM-suppressed and QCD-penguin amplitudes 

‣ Current data from D0→π+π- suggest ~O(1%) 
CPV in D0→π0π0  possible in SM 

‣ Isospin sum rule of D→ππ modes can help 
identify the source of charm CPV 

• D*+ tagged Belle II sample (~16k signal 
candidates), instrumental asymmetries cancelled 
with D0→K+π- control sample (CPV~0) 

• Precision comparable to Belle result and 18% 
improvement on the isospin sum rule

5

[paper in preparation]
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Figure 3: Distributions of m(ω0ω0) (left) and !m (right) for D0 → ω0ω0 candidates with
cos ε→(D→+) < 0 (top) and cos ε→(D→+) > 0 (bottom), with fit projections overlaid. The
middle panel of each plot shows the distribution of the di”erence between observed and fit
values divided by the uncertainty (pull), the bottom panel shows the asymmetry between
D0 and D0 candidates with the fit projection overlaid.
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Table 1: Summary of uncertainties a!ecting the measurement of ACP (D0 → ω0ω0). The
statistical uncertainty includes contributions from the signal and the control modes.

Source Uncertainty (%)

Modeling of the D0 → ω0ω0 fit 0.15
Modeling of the tagged D0 → K→ω+ fit 0.05
Modeling of the untagged D0 → K→ω+ fit 0.09
Kinematic weighting 0.09

Total systematic 0.20
Statistical 0.72

the momenta of the soft pion, kaon, and pion with their transverse momenta. The shift308

in ACP observed when using the alternative weights is 0.07%. The sum in quadrature of309

the two shifts is assigned as systematic uncertainty due to the weighting procedure.310

7 Final results and conclusions311

UsingD↑+-taggedD0 → ω0ω0 decays reconstructed in the data sample collected by Belle II312

between 2019 and 2022, which corresponds to 428 fb→1 of integrated luminosity, we mea-313

sure the time-integrated CP asymmetry in D0 → ω0ω0 decays to be314

ACP (D
0 → ω0ω0) = (0.30± 0.72(stat)± 0.20(syst))% . (14)315

The result is consistent with CP symmetry and with the world-best measurement per-316

formed by Belle [18]. It is only 15% less precise than the Belle result, despite being based317

on a data sample that is more than a factor of two smaller.318

We compute the isospin sum-rule of Equation (1) using our result, LHCb’s measure-319

ment of Adir
CP (D

0 → ω+ω→) [2], the world-average value of Adir
CP (D

+ → ω+ω0) [17], Belle’s320

measurement of ACP (D0 → ω0ω0) [18], LHCb’s measurement of ”Y [38], the world-321

average values of the D → ωω branching fractions [37], and of the world-average values322

of the D0 and D+ lifetimes [37]. The direct CP asymmetry in D0 → ω0ω0 is obtained by323

subtracting ”Y from the time-integrated asymmetry assuming universality, and that the324

average decay time of the selected D0 → ω0ω0 decays is equal to the D0 lifetime [39, 40].325

All results are assumed to be uncorrelated. We then obtain R = (1.5± 2.5)↑ 10→3, from326

which we can see that our measurement of ACP (D0 → ω0ω0) improves the precision on327

the sum rule by about 18% compared to the current determination [17].328
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CPV in B0 decays

• Tag initial flavor from partially reconstructed tag-side B0 

(efficiency ~ 37%) 

• Exploit correlation of B0B̄0 pairs to measure Δt asymmetries 

‣ Suppress non-resonant ee→qq̄ “continuum” with event 
shape and rest-of-the event variables 

‣ Model signal and backgrounds distributions in beam-
constrained mass Mbc and energy difference ΔE

6

PRD 110, 012001 (2024)

decays into aCP-eigenstate at time tCP, andBtag decays into a
flavor-specific final state at time ttag. For quantum-correlated
neutral B-meson pairs fromϒð4SÞ decays, the flavor of BCP
is opposite to that ofBtag at the instantwhen the firstB decays.
The probability to observe a Btag meson with flavor q
(q ¼ þ1 for B0 and q ¼ −1 for B̄0) and a proper-time
differenceΔt≡ tCP − ttag between theBCP andBtag decays is

PðΔt; qÞ ¼ e−jΔtj=τB0

4τB0

f1þ q½SCP sinðΔmdΔtÞ

− CCP cosðΔmdΔtÞ&g; ð1Þ

where τB0 is the B0 lifetime and Δmd is the mass difference
between the B0 mass eigenstates [17].
We fully reconstructBCP in the J=ψπ0 final state using the

intermediate decays J=ψ → lþl− (with l' being an elec-
tron or a muon) and π0 → γγ, while we only determine the
decay vertex of theBtag decay. The flavor of theBtag meson is
inferred from the properties of all charged particles in the
event not belonging to BCP [22]. We first extract the signal
yields from the distributions of the signal BCP candidates in
observables that discriminate against backgrounds, and then
fit the CP asymmetries from the Δt distribution of candi-
dates populating the signal-enriched region.We validate our
analysis and correct for differences between data and
simulation using Bþ → J=ψK(þ and B0 → J=ψK0

S decays,
which are ten-fold more abundant than the expected signal
and have a similar final state. To reduce experimental bias,
the signal region in data is examined only after the entire
analysis procedure is finalized. Charge-conjugated modes
are included throughout the text.
The paper is organized as follows. In Sec. II we describe

the experimental setup and in Sec. III we describe the
reconstruction of signal candidates and the selection used to
suppress the backgrounds. The signal extraction and CP
asymmetry fits, from which the physics observables are
measured, are detailed in Secs. IV and V, respectively. The
sources of systematic uncertainties are discussed in Sec. VI.
Finally, the results are summarized in Sec. VII.

II. EXPERIMENT

The Belle II detector operates at the SuperKEKB
accelerator at KEK, which collides 7 GeV electrons with
4 GeV positrons. The detector is designed to reconstruct the
decays of heavy-flavor hadrons and τ leptons. It consists of
several subsystems with a cylindrical geometry arranged
around the interaction point (IP). The innermost part of
the detector is equipped with a two-layer silicon-pixel
detector (PXD), surrounded by a four-layer double-sided
silicon-strip detector (SVD) [23]. Together, they provide
information about charged-particle trajectories (tracks) and
decay-vertex positions. Of the outer PXD layer, only one-
sixth is installed for the data used in this work. The

momenta and electric charges of charged particles are
determined with a 56-layer central drift-chamber (CDC).
Charged-hadron identification (PID) is provided by a
time-of-propagation counter and an aerogel ring-imaging
Cherenkov counter, located in the central and forward
regions outside the CDC, respectively. The CDC provides
additional PID information through the measurement of
specific ionization. Energy and timing of photons and
electrons are measured by an electromagnetic calorimeter
made of CsI(Tl) crystals, surrounding the PID detectors.
The polar angle coverage of the calorimeter is 12.4° <
θ < 31.4°, 32.2° < θ < 128.7°, and 130.7° < θ < 155.1°
in the forward, barrel and backward regions, respectively.
The tracking and PID subsystems, and the calorimeter, are
surrounded by a superconducting solenoid, providing an
axial magnetic field of 1.5 T. The central axis of the
solenoid defines the z axis of the laboratory frame, pointing
approximately in the direction of the electron beam.
Outside of the magnet lies the muon and K0

L identification
system, which consists of iron plates interspersed with
resistive-plate chambers and plastic scintillators.
We use Monte Carlo simulated events to model signal

and background distributions, study the detector response,
and test the analysis procedure. Quark-antiquark pairs from
eþe− collisions, and hadron decays, are simulated using
KKMC [24] with PYTHIA8 [25], and EvtGen [26] software
packages, respectively. The detector response is simulated
using the Geant4 [27] software package. The effects of beam-
induced backgrounds are included in the simulation
[28,29]. We use a simulated sample of generic eþe−

collisions, corresponding to a luminosity of approximately
four times that of the experimental dataset. We also use
large samples of simulated BB̄ pairs, where one of the B
mesons is forced to decay into the final state of interest,
while the other Bmeson in the event is decayed inclusively.
One sample is used to study the signal, where the B meson
decays as B0 → J=ψπ0. The other samples are used to
study the dominant sources of backgrounds, where the B
meson decays inclusively into charmonium B → J=ψX
modes. Collision data and simulated samples are processed
using the Belle II analysis software [30,31].

III. EVENT SELECTION

Events containing a BB̄ pair are selected online by a
trigger system based on the track multiplicity and total
energy deposited in the calorimeter. We reconstruct B0 →
J=ψπ0 decays using J=ψ → lþl− and π0 → γγ decays, in
which the two light lepton tracks are reconstructed using
information from the PXD, SVD, and CDC [32]. All tracks
are required to have polar angles within the CDC accep-
tance (17° < θ < 150°). Tracks used to form J=ψ candi-
dates are required to have a distance of closest approach to
the IP of less than 2.0 cm along the z axis and less than
0.5 cm in the transverse plane to reduce contamination
from tracks not generated in the collision. Muons are
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decays into aCP-eigenstate at time tCP, andBtag decays into a
flavor-specific final state at time ttag. For quantum-correlated
neutral B-meson pairs fromϒð4SÞ decays, the flavor of BCP
is opposite to that ofBtag at the instantwhen the firstB decays.
The probability to observe a Btag meson with flavor q
(q ¼ þ1 for B0 and q ¼ −1 for B̄0) and a proper-time
differenceΔt≡ tCP − ttag between theBCP andBtag decays is

PðΔt; qÞ ¼ e−jΔtj=τB0

4τB0

f1þ q½SCP sinðΔmdΔtÞ

− CCP cosðΔmdΔtÞ&g; ð1Þ

where τB0 is the B0 lifetime and Δmd is the mass difference
between the B0 mass eigenstates [17].
We fully reconstructBCP in the J=ψπ0 final state using the

intermediate decays J=ψ → lþl− (with l' being an elec-
tron or a muon) and π0 → γγ, while we only determine the
decay vertex of theBtag decay. The flavor of theBtag meson is
inferred from the properties of all charged particles in the
event not belonging to BCP [22]. We first extract the signal
yields from the distributions of the signal BCP candidates in
observables that discriminate against backgrounds, and then
fit the CP asymmetries from the Δt distribution of candi-
dates populating the signal-enriched region.We validate our
analysis and correct for differences between data and
simulation using Bþ → J=ψK(þ and B0 → J=ψK0

S decays,
which are ten-fold more abundant than the expected signal
and have a similar final state. To reduce experimental bias,
the signal region in data is examined only after the entire
analysis procedure is finalized. Charge-conjugated modes
are included throughout the text.
The paper is organized as follows. In Sec. II we describe

the experimental setup and in Sec. III we describe the
reconstruction of signal candidates and the selection used to
suppress the backgrounds. The signal extraction and CP
asymmetry fits, from which the physics observables are
measured, are detailed in Secs. IV and V, respectively. The
sources of systematic uncertainties are discussed in Sec. VI.
Finally, the results are summarized in Sec. VII.

II. EXPERIMENT

The Belle II detector operates at the SuperKEKB
accelerator at KEK, which collides 7 GeV electrons with
4 GeV positrons. The detector is designed to reconstruct the
decays of heavy-flavor hadrons and τ leptons. It consists of
several subsystems with a cylindrical geometry arranged
around the interaction point (IP). The innermost part of
the detector is equipped with a two-layer silicon-pixel
detector (PXD), surrounded by a four-layer double-sided
silicon-strip detector (SVD) [23]. Together, they provide
information about charged-particle trajectories (tracks) and
decay-vertex positions. Of the outer PXD layer, only one-
sixth is installed for the data used in this work. The

momenta and electric charges of charged particles are
determined with a 56-layer central drift-chamber (CDC).
Charged-hadron identification (PID) is provided by a
time-of-propagation counter and an aerogel ring-imaging
Cherenkov counter, located in the central and forward
regions outside the CDC, respectively. The CDC provides
additional PID information through the measurement of
specific ionization. Energy and timing of photons and
electrons are measured by an electromagnetic calorimeter
made of CsI(Tl) crystals, surrounding the PID detectors.
The polar angle coverage of the calorimeter is 12.4° <
θ < 31.4°, 32.2° < θ < 128.7°, and 130.7° < θ < 155.1°
in the forward, barrel and backward regions, respectively.
The tracking and PID subsystems, and the calorimeter, are
surrounded by a superconducting solenoid, providing an
axial magnetic field of 1.5 T. The central axis of the
solenoid defines the z axis of the laboratory frame, pointing
approximately in the direction of the electron beam.
Outside of the magnet lies the muon and K0

L identification
system, which consists of iron plates interspersed with
resistive-plate chambers and plastic scintillators.
We use Monte Carlo simulated events to model signal

and background distributions, study the detector response,
and test the analysis procedure. Quark-antiquark pairs from
eþe− collisions, and hadron decays, are simulated using
KKMC [24] with PYTHIA8 [25], and EvtGen [26] software
packages, respectively. The detector response is simulated
using the Geant4 [27] software package. The effects of beam-
induced backgrounds are included in the simulation
[28,29]. We use a simulated sample of generic eþe−

collisions, corresponding to a luminosity of approximately
four times that of the experimental dataset. We also use
large samples of simulated BB̄ pairs, where one of the B
mesons is forced to decay into the final state of interest,
while the other Bmeson in the event is decayed inclusively.
One sample is used to study the signal, where the B meson
decays as B0 → J=ψπ0. The other samples are used to
study the dominant sources of backgrounds, where the B
meson decays inclusively into charmonium B → J=ψX
modes. Collision data and simulated samples are processed
using the Belle II analysis software [30,31].

III. EVENT SELECTION

Events containing a BB̄ pair are selected online by a
trigger system based on the track multiplicity and total
energy deposited in the calorimeter. We reconstruct B0 →
J=ψπ0 decays using J=ψ → lþl− and π0 → γγ decays, in
which the two light lepton tracks are reconstructed using
information from the PXD, SVD, and CDC [32]. All tracks
are required to have polar angles within the CDC accep-
tance (17° < θ < 150°). Tracks used to form J=ψ candi-
dates are required to have a distance of closest approach to
the IP of less than 2.0 cm along the z axis and less than
0.5 cm in the transverse plane to reduce contamination
from tracks not generated in the collision. Muons are
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Essential ingredients for (in)direct 
CPV analysis:

https://doi.org/10.1103/PhysRevD.110.012001
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(Δ)φ1 in B0→J/ψπ0
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• Doubly-CKM suppressed (“penguin”) amplitudes can shift 
the value of φd=2φ1 measured in B0→J/ψK0 by ~O(0.5°) 
‣ Current experimental knowledge φdeff = [45.12±0.94]° 

‣ BF and CP asymmetries in B0→J/ψπ0 constrain Δφd 

• First observation of indirect CPV and competitive BF with 
392±24 signal candidates in 387M BB̄ pairs 
‣ Experimental error on φd=[45.6+1.1-1.0(exp)±0.3(SU(3))]° 

reduced by ~10% with this result [arxiv:2501.09414]

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.111.012011
https://arxiv.org/abs/2501.09414
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B0→π0π0 limits the precision on φ2 
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• Experimentally reconstruct 2π0’s (i.e. 4 
photons and no vertex) among large 
continuum background 

• Found 126±20 signal candidates in 387M 
BB̄ pairs, from which competitive precision 
on BF and ACP is achieved 
‣ 30% fractional increase in φ2 precision 
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φ2 in B0→ρ+ρ-
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LHCb experiments for B, fL, and CP violation param-
eters for B

0
→ ω

+
ω
→, B0

→ ω
0
ω
0, and B

+
→ ω

+
ω
0 de-

cays, and the ratio of B+ and B
0 lifetimes as listed in the

PDG [12]. Since Belle and BABAR assumed equal produc-
tion of B+

B
→ and B

0
B

0 pairs, we correct their B values
to account for the latest HFLAV value of f+→/f00 [50].
The inclusion of this e!ect slightly increases the branch-
ing fractions for the B0 mode and slightly decreases that
for the B+ mode. The result of the isospin analysis is ε2

= (91.5+4.8
→5.2)

↑ and ”ε2 = (2.4+4.2
→3.8)

↑. The updated value
of f+→/f00 shifts ε2 by ↑0.4↑.

Fig. 4. Probability (1→Confidence-Level) for the CKM angle
ω2 based on combined inputs from the world averages [12]
and our results of B ↑ εε decays. The black dotted lines
correspond to the 0.683 and 0.954 confidence levels.

We subsequently combine our B
0

→ ω
+
ω
→ results

with other results and extract ε2. The results are ε2 =
(92.6+4.5

→4.7)
↑ and”ε2 = (2.4+3.8

→3.7)
↑. The likelihood curve is

shown in Figure 4. Our isospin analysis yields a second
solution of ε2 = (177.4+4.7

→4.5)
↑ and ”ε2 = (↑2.4+3.7

→3.8)
↑;

however, this value for ε2 is excluded by measurements
of the UT angles ε1 and ε3 [12] and unitarity. The dom-
inant uncertainties on ε2 are due to the S parameters for
B

0
→ ω

+
ω
→ and B

0
→ ω

0
ω
0.

VIII. CONCLUSIONS

We have measured the branching fraction and longitu-
dinal polarization fraction for B0

→ ω
+
ω
→ decays as well

as CP violation parameters for the longitudinal polarized
decay using a data sample of (387 ± 6) ↓ 106 BB pairs.
We obtain

B(B0
→ ω

+
ω
→) =

(
2.88+0.23

→0.22
+0.29
→0.27

)
↓ 10→5

, (18)

fL = 0.921+0.024
→0.025

+0.017
→0.015, (19)

S = ↑0.26± 0.19± 0.08, (20)

C = ↑0.02± 0.12+0.06
→0.05, (21)

where the first uncertainties are statistical and the sec-
ond are systematic. The Belle II results are in good

agreement with previous measurements [18, 19]. We con-
strain ε2 using our results as well as B → ωω results from
other experiments and include the e!ect of f+→/f00 dif-
fering from unity. We obtain ε2 = (92.6+4.5

→4.7)
↑, which is

consistent with other UT observables. The uncertainty
is dominated by the precision of the S parameters for
B

0
→ ω

+
ω
→ and B

0
→ ω

0
ω
0, which can be improved by

future measurements. This result can be used to con-
strain non-SM physics.
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• B0→ρ+ρ- dominates precision on φ2 due to small loop 
contribution 

• Experimentally reconstruct 2π0’s in the final state and 
angular analysis to separate longitudinal/transverse 
polarization in P→V V decay 

• Found 436±35 longitudinally polarized signal candidates, 
from which Δt-dependent CP-asymmetries are measured 

‣ Precision similar to Belle/BaBar and ~8% relative 
improvement on the precision of φ2 with B→ρρ

https://arxiv.org/abs/2412.19624
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B-tagging
Essential ingredient for analyses with >1v in the final state 

• Fully reconstruct tag-side B-meson with hadronic B-
decays (e.g. B→D(*)nπ) 

• Calibrate efficiency (<1%) in data using B→Xlv and 
partially reconstructed B→D(*)π decays 

Separate signal and background distributions in 

‣ Sum of the energy deposits in the calorimeter not 
associated with Btag and Bsig (EECL)  

‣ Missing four-momentum of the event from the known 
beam energies (Mmiss2)
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the remaining tracks and clusters compatible with an arbi-
trary Btag meson decay. Figure 1 depicts this situation.

The initial four momentum of the produced Υ(4S) reso-
nance is precisely known and no additional particles are 
produced in this primary interaction. Therefore, because 
of the relevant quantum numbers conservation, knowledge 
about the properties of the tag-side Btag meson allows one 
to recover information about the signal-side Bsig meson 
which would otherwise be inaccessible. Most importantly, 
all reconstructed tracks and clusters which are not assigned 
to the Btag mesons must be compatible with the signal decay 
of interest.

Ideally, a full reconstruction of the entire event has to take 
all reconstructed tracks and clusters into account to attain 
a correct interpretation of the measured data. The Full 
Event Interpretation (FEI) algorithm presented 
in this article is a new exclusive tagging algorithm devel-
oped for the Belle II experiment, embedded in the Belle II 
Analysis Software Framework (basf2) [2]. The FEI auto-
matically constructs plausible Btag meson decay chains com-
patible with the observed tracks and clusters, and calculates 
for each decay chain the probability of it correctly describ-
ing the true process using gradient-boosted decision trees. 
“Exclusive” refers to the reconstruction of a particle (here 
the Btag ) assuming an explicit decay channel.

Consequently, exclusive tagging reconstructs the Btag 
independently of the Bsig using either hadronic or semilep-
tonic B meson decay channels. The decay chain of the Btag 
is explicitly reconstructed and therefore the assignment of 
tracks and clusters to the tag-side and signal-side is known.

In the case of a measurement of an exclusive branching 
fraction like Bsig → 𝜏𝜈𝜏 , the entire decay chain of the Υ(4S) 
is known. As a consequence, all tracks and clusters measured 
by the detector should be already accounted for. In particu-
lar, the requirement of no additional tracks, besides the ones 
used for the reconstruction of the Υ(4S) , is an extremely 

powerful and efficient way to remove most reducible1 back-
grounds. This requirement is called the completeness con-
straint throughout this text.

In the case of a measurement of an inclusive branching 
fraction like Bsig → Xul𝜈 , all remaining tracks and clusters, 
besides the ones used for the lepton l and the Btag meson, are 
identified with the Xu system. Hence, the branching fraction 
can be determined without explicitly assuming a decay chain 
for the Xu system.

The performance of an exclusive tagging algorithm 
depends on the tagging efficiency (i.e., the fraction of Υ(4S) 
events which can be tagged), the tag-side efficiency (i.e., 
the fraction of Υ(4S) events with a correct tag) and on the 
quality of the recovered information, which determines the 
tag-side purity (i.e., the fraction of the tagged Υ(4S) events 
with a correct tag) of the tagged events.

The exclusive tag typically provides a pure sample (i.e., 
purities up to 90% are possible). But, this approach suffers 
from a low tag-side efficiency, just a few percent, since only 
a tiny fraction of the B decays can be explicitly reconstructed 
due to the large amount of possible decay channels and their 
high multiplicity. The imperfect reconstruction efficiency of 
tracks and clusters further degrades the efficiency.

Both the quality of the recovered information and the 
systematic uncertainties depend on the decay channel of the 
Btag , therefore we distinguish further between hadronic and 
semileptonic exclusive tagging.

Hadronic tagging considers only hadronic B decay chains 
for the tag-side [3, Section 7.4.1]. Hence, the four momen-
tum of the Btag is well-known and the tagged sample is very 
pure. A typical hadronic B decay has a branching fraction 
of (10−3) . As a consequence, hadronic tagging suffers 
from a low tag-side efficiency and can only be applied to 
a tiny fraction of the recorded events. Large combinatorics 
of high-multiplicity decay channels further complicate the 
reconstruction and require tight selection criteria.

Semileptonic tagging considers only semileptonic 
B → Dl𝜈 and B → D∗l𝜈 decay channels [3, Section 7.4.2]. 
Due to the presence of a high-momentum lepton, these decay 
channels can be easily identified and the semileptonic tag-
ging usually yields a higher tag-side efficiency compared 
to hadronic tagging due to the large semileptonic branch-
ing fractions. On the other hand, the semileptonic tag will 
miss kinematic information due to the neutrino in the final 
state of the decay. Hence, the sample is not as pure as in the 
hadronic case.

To conclude, the FEI provides a hadronic and semi-
leptonic tag for B± and B0 mesons. This enables the meas-
urement of exclusive decays with several neutrinos and 

Υ(4S)
Btag Bsig

ντ

µ
+

νµ
ντ

signal-sidetag-side

Fig. 1  Schematic overview of a Υ(4S) decay: (Left) a common tag-
side decay B−

tag
→ D0(→ K0

s
(→ 𝜋−𝜋+)𝜋−𝜋+)𝜋− and (right) a typical 

signal-side decay B+
sig

→ !+(→ "+#"#̄! )#! . The two sides overlap spa-
tially in the detector, therefore the assignment of a measured track to 
one of the sides is not known a priori

1 Reducible background has distinct final-state products from the sig-
nal.
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inclusive decays. In both cases, the FEI provides an explicit 
tag-side decay chain with an associated probability.

Methods

The FEI algorithm follows a hierarchical approach with six 
stages, visualized in Fig. 2. Final-state particle candidates 
are constructed using the reconstructed tracks and clusters, 
and combined to intermediate particles until the final B can-
didates are formed. The probability of each candidate to be 
correct is estimated by a multivariate classifier. A multi-
variate classifier maps a set of input features (e.g., the four 
momentum or the vertex position) to a real-valued output, 
which can be interpreted as a probability estimate. The 
multivariate classifiers are constructed by optimizing a loss 
function (e.g., the misclassification rate) on Monte Carlo 
simulated Υ(4S) events and are described later in detail.

All steps in the algorithm are configurable. Therefore, 
the decay channels used, the cuts employed, the choice of 
the input features, and hyper-parameters of the multivari-
ate classifiers depend on the configuration. A more detailed 
description of the algorithm and the default configuration 
can be found in Keck [4] and in the following we give a brief 
overview over the key aspects of the algorithm.

Combination of Candidates

Charged final-state particle candidates are created from 
tracks assuming different particle hypotheses. Neutral final-
state particle candidates are created from clusters and dis-
placed vertices constructed by oppositely charged tracks. 

Each candidate can be correct (signal) or wrong (back-
ground). For instance, a track used to create a 𝜋+ candidate 
can originate from a pion traversing the detector (signal), 
from a kaon traversing the detector (background) or origi-
nates from a random combination of hits from beam back-
ground (also background).

All candidates available at this stage are combined to 
intermediate particle candidates in the subsequent stages, 
until candidates for the desired B mesons are created. Each 
intermediate particle has multiple possible decay channels, 
which can be used to create valid candidates. For instance, 
a B− candidate can be created by combining a D0 and a 𝜋− 
candidate, or by combining a D0 , a 𝜋− and a 𝜋0 candidate. 
The D0 candidate could be created from a K− and a 𝜋+ , or 
from a K0

s
 and a 𝜋0.

The FEI reconstructs more than 100 explicit decay chan-
nels, leading to (10000) distinct decay chains.

Multivariate Classi"cation

The FEI employs multivariate classifiers to estimate the 
probability of each candidate to be correct, which can be 
used to discriminate correctly identified candidates from 
background. For each final-state particle and for each decay 
channel of an intermediate particle, a multivariate classi-
fier is trained which estimates the signal probability that the 
candidate is correct. To use all available information at each 
stage, a network of multivariate classifiers is built, following 
the hierarchical structure in Fig. 2.

For instance, the classifier for the decay of B−
→ D0𝜋− 

would use the signal probability of the D0 and 𝜋− candidates, 
as input features to estimate the signal probability of the B− 
candidate created by combining the aforementioned D0 and 
𝜋− candidates.

Additional input features of the classifiers are the kin-
ematic and vertex fit information of the candidate and its 
daughters. The multivariate classifiers used by the FEI 
are trained on Monte Carlo simulated events. The training 
is fully automatized and distributed using a map reduce 
approach [5]. Monte Carlo simulated data used to train the 
FEI is partitioned. At each reconstruction stage, the parti-
tioned data is distributed to nodes where the reconstruc-
tion is performed and training datasets are produced (the 
mapping stage). The reduction stage consists of merging the 
training datasets and training multivariate classifiers with 
these training datasets.

The available information flows from the data provided 
by the detector through the intermediate candidates into the 
final B meson candidates, yielding a single number which 
can be used to distinguish correctly from incorrectly identi-
fied Btag mesons. The process is visualized in Fig. 2. This 
allows one to tune the trade-off between tag-side efficiency 
and tag-side purity of the algorithm by requiring a minimal 

Tracks Displaced Vertices Neutral Clusters

π
0

K0
L

K0
S

π
+e+ µ

+ K+ γ

D∗0 D∗+ D∗
s

B0 B+

D0 D+ Ds

J/ψ

K0
S

Fig. 2  Schematic overview of the FEI. The algorithm operates on 
objects identified by the reconstruction software of the Belle II detec-
tors: charged tracks, neutral clusters and displaced vertices. In six dis-
tinct stages, these basics objects are interpreted as final-state particles 
( e+ , 𝜇+ , K+ , 𝜋+ , K0

L
 , 𝛾 ) combined to form intermediate particles ( J∕𝜓 , 

𝜋0 , K0
s
 , D, D∗ ) and finally form the tag-side B mesons

https://link.springer.com/article/10.1007/s41781-019-0021-8
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B0→K*0𝛕𝛕
• BF~O(10-7) in SM, enhanced up to ~O(10-3) in 

models explaining b→c𝛕v anomalies and B→Kvv 
excess, close to experimental sensitivities  

• Reconstructing the tag-side with hadronic decays 
and signal side from combinations of 𝛕+→(e+,𝜇+)vv 
and 𝛕+→(π+,ρ+)v (up to 4v in the final state) 

• Signal extracted from fit to BDT classifier combining 
EECL, Mmiss2, and event shape variables  
‣ Limit twice improved over Belle (higher B-tagging 

efficiency and inclusion of 𝛕→ρv channel) 

‣ Most stringent limit on b→s𝛕𝛕 transitions to date

11

6

Figure 2: Distributions of ω(BDT) in the SR for the four signal categories. The fit results are shown for the two background
components (BB and qq) and the B0 → K→0ε+ε↑ signal, with a fitted branching fraction of [↑0.15± 1.01] ↓ 10↑3. A
B0 → K→0ε+ε↑ signal distribution, scaled assuming a branching fraction of 10↑2, is shown as reference. The bottom panel
shows the pull distributions.
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B0→K0s𝛕l
• Lepton-flavor violating b→s𝛕l transitions 

may similarly arise with BF~O(10-6), also 
close to experimental sensitivities 

• First search for B0→K0s𝛕l using hadronic B-
tagging and recoil mass to reconstruct M𝛕 

‣ Clean K0s→π+π- signature, first B→K𝛕l 
analysis including of 𝛕+→ρ+v channel 

‣ Most stringent ULs on b→s𝛕e transitions

12

1 1.2 1.4 1.6 1.8 2 2.2 2.4
)2c (GeV/τM

0
2
4
6
8

10
12
14
16

2 c
Ev

en
ts

 p
er

 5
0.

0 
M

eV
/

-e+τ0
S K→0B

 preliminaryBelle+Belle II
-1Ldt = 711+365 fb∫

 2.4± = -1.2sigN

Data
Global fit
Signal
Background

1 1.2 1.4 1.6 1.8 2 2.2 2.4
)2c (GeV/τM

0

2

4

6

8

10

122 c
Ev

en
ts

 p
er

 5
0.

0 
M

eV
/

-µ+τ0
S K→0B

 preliminaryBelle+Belle II
-1Ldt = 711+365 fb∫

 3.0± = -1.8sigN

Data
Global fit
Signal
Background

1 1.2 1.4 1.6 1.8 2 2.2 2.4
)2c (GeV/τM

2−
0
2
4
6
8

10
12
14
16

2 c
Ev

en
ts

 p
er

 5
0.

0 
M

eV
/

+e-τ0
S K→0B

 preliminaryBelle+Belle II
-1Ldt = 711+365 fb∫

 2.0± = -2.9sigN

Data
Global fit
Signal
Background

1 1.2 1.4 1.6 1.8 2 2.2 2.4
)2c (GeV/τM

0

2

4

6

8

10

122 c
Ev

en
ts

 p
er

 5
0.

0 
M

eV
/

+µ-τ0
S K→0B

 preliminaryBelle+Belle II
-1Ldt = 711+365 fb∫

 3.5± = 2.6sigN

Data
Global fit
Signal
Background

Submitted to PRL [arxiv:2412.16470]

6

from the BDT selections, which is 16–18%, based on the
uncertainty in RBDT using the B

0
→ D

+
s D

→ sample.
Using the same sample, the uncertainty from the signal
PDF is 15%. This includes the uncertainties in width
(uncertainty of the width correction factor), mean (de-
viation from nominal D mass in the data fit), skewness,
and Gaussian component strength of the Johnson func-
tion, estimated using a new PDF reweighted by mode-
dependent calibration factors for the dominant B-tagging
modes. The uncertainty in the Btag e!ciency is taken
from the uncertainty of RFEI (4%). The small di”er-
ence (0.8–1.6%) in the validation of the fitting proce-
dure is treated as the associated uncertainty. The un-
certainty in K

0
S reconstruction is estimated to be 1.1%

using aD↑+
→ ω

+
D

0
, D

0
→ K

0
Sω

+
ω
→ sample. The Belle

PID uncertainties are evaluated using J/ε → ϑ
+
ϑ
→ and

D
↑+

→ D
0(→ K

→
ω
+)ω+ samples to be 0.3%, 0.4% and

1.0% for muons, electrons, and pions, respectively. The
Belle II PID uncertainties for muon, electron and pion are
0.5%, 1.0% and 1.0%, respectively, which are obtained us-
ing the samples described in Ref. [35]. The uncertainty
from the ω

0 reconstruction is 1.3% using B
+
→ K

↑+(→
K

+
ω
0)J/ε and D

↑→
→ D̄

0(→ K
+
ω
→
ω
0)ω→ samples.

The uncertainty for the requirement that there is no ad-
ditional ω0 candidate in the ROE in the ϖ → ωϱ mode is
1.0% using BtagB(→ K

0
SJ/ε) events. The uncertainties

arising from NBB̄ , f+→/f00, and the branching fractions
of K0

S , ϖ, ς and ω
0 decays [23] are 1.1%, 1.5% and 0.7%,

respectively. For sources with di”erent systematic un-
certainties in Belle and Belle II, we calculate the total
multiplicative values by weighting the individual uncer-
tainties according to the integrated luminosities of the
two samples. The total systematic uncertainties are 24%,
22%, 23%, and 24% for OSµ, SSµ, OSe, and SSe modes,
respectively.

In summary, we have searched for B
0
→ K

0
Sϖ

±
ϑ
↓ for

the first time using Belle and Belle II datasets. This is
also the first direct search for LFV in B decays using the
Belle II dataset. The ULs on the branching fractions at
90% CL are:

B(B0
→ K

0
Sϖ

+
µ
→) < 1.1↑ 10→5

B(B0
→ K

0
Sϖ

→
µ
+) < 3.6↑ 10→5

B(B0
→ K

0
Sϖ

+
e
→) < 1.5↑ 10→5

B(B0
→ K

0
Sϖ

→
e
+) < 0.8↑ 10→5

The results for B
0

→ K
0
Sϖ

±
e
↓ are the most strin-

gent ULs on b → sϖe transitions, and those for B
0
→

K
0
Sϖ

±
µ
↓ are among the best limits on b → sϖµ tran-

sitions achieved to date. These results are approaching
the potential BSM enhancement level of O(10→6). Addi-
tionally, we provide the selection e!ciency as a function
of (M2

ωε,M
2
K0

Sε) in the Supplemental Material, to allow

these results to be reinterpreted in specific BSM models.
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B+→𝛕+𝞶
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• Leptonic B decay with largest BF, 
sensitive to BSM (charged Higgs, 2HDM) 
and theoretically clean probe for Vub 

• Using hadronic B-tag and 𝛕+→(e+,𝜇+)vv 
and 𝛕+→(π+,ρ+)v (~72% of 𝛕 decays) 

• Observed 94±31 signal candidates from 
fit to EECL and Mmiss2 (3σ evidence) 

‣ Sensitivity comparable to previous had. 
tagged analyses

Submitted to PRD [arxiv:2502.04885]
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TAB. VI. Summary of systematic uncertainties (syst.) on the
fitted branching fraction presented as relative uncertainties.
The e!ect of each source is evaluated in the simultaneous fit
of the four signal modes. The last three sources do not a!ect
the signal yields.

Source Syst.

Simulation statistics 13.3%

Fit variables PDF corrections 5.5%

Decays branching fractions in MC 4.1%

Tag B→ reconstruction e”ciency 2.2%

Continuum reweighting 1.9%

ω0 reconstruction e”ciency 0.9%

Continuum normalization 0.7%

Particle identification 0.6%

Number of produced ε (4S) 1.5%

Fraction of B+B→ pairs 2.1%

Tracking e”ciency 0.2%

Total 15.5%

standard deviation in the fit results, which is taken as a
systematic uncertainty.

The limited size of the o!-resonance sample a!ects
the reweighting of the continuum MC. Applying a boot-
strapping procedure, and resampling the training and
test samples of the FBDT, we obtain 50 di!erent sets of
reweighting factors. Repeating the fit with this change
we observe a standard deviation of 1.9% in the fit results,
which is taken as a systematic uncertainty.

Events with a pion in the final state are assigned to
the ω (ε) category if a ε0 is (is not) found to come from
a ω+ → ε+ε0 decay. Therefore, mis-modeling of the ε0

reconstruction e”ciency would a!ect only hadronic ϑ+

decays. We study the data and MC agreement for the ε0

e”ciency using D→0(→ D0ε0)ε+ and D0
→ K↑ε+(ε0)

decays for ε0 momenta in the range [0.05,0.20] and
[0.20,3.0] GeV/c, respectively, determining corrections
factors to the MC for the ε0 e”ciency. To obtain the
systematic uncertainties, we follow a ε0 removal proce-
dure. After generating a repeatable random sequence of
values between zero and one, if the value is greater than
the e”ciency correction, the ε0 is removed, and the two
ϖ’s are reassigned to the ROE; the event migrates from
ϑ+ → ω+ ϱω to ϑ+ → ε+ ϱω category. We evaluate the
systematic contribution by fitting the data on 50 di!er-
ent modified PDFs changing the random sequence. The
di!erence between the average of the fitted branching
fractions and the nominal fit result is negligible, while
the standard deviation of the fitted branching fractions
is 0.9%. Thus, we conclude that there is no bias in the
result if the corrections are not applied and we set the
systematic uncertainty to 0.9%.

We change the continuum fraction of the background
by the statistical uncertainty of the o!-resonance sample,

producing 50 alternative background PDFs, obtained as-
suming a Poisson distribution. Repeating the fit with the
di!erent PDFs, we observe a standard deviation of fit re-
sults of 0.7%, which is taken as a systematic uncertainty.
The systematic uncertainty of the lepton and hadron

identification e”ciency and fake rates are extracted from
pure samples of pions and leptons in D→+

→ D0 (→ K↑

ε+)ε+, ς0
→ p ε↑, K0

S → ε+ε↑, J/φ → ↼+↼↑ data
and MC sample. We evaluate the impact on the branch-
ing fraction fit by changing the shapes of the PDFs and
the values of selection e”ciencies according to 1↽ vari-
ations of systematic uncertainty of lepton identification,
ε identification, and fake rates estimated in the control
samples. We observe a standard deviation in the fit re-
sults of 0.6%.
We check the agreement of signal selection e”ciency

in data and MC with a B+
→ D→0 ↼+ ϱε control sample.

After applying all the selections and calibrations, we find
a Data/MC ratio equal to 0.96±0.04, which implies that
no further e”ciency correction is needed.
Moreover, we implement a signal embedding procedure

on a sample of B+
→ K+ J/φ (→ ↼+↼↑) (↼ = e, µ), ex-

ploiting its clean experimental signature. In each event,
B+

→ K+ J/φ is removed, and replaced by a simulated
B+

→ ϑ+ϱω . This procedure is performed both on data
and simulation, applying the standard B+

→ ϑ+ϱω re-
construction. The ratio of signal selection e”ciencies es-
timated between data and MC is 1.02± 0.18, which con-
firms the agreement obtained from the B+

→ D→ ↼+ ϱε
control sample. The distributions of Eextra

ECL
and M2

miss

are also in good agreement between data and MC for
this embedding sample, as shown in Fig. 6.
We find evidence of signal with a significance of 3.0↽

from a hypothesis test after convolving the likelihood pro-
file with a Gaussian, whose width is set to the total sys-
tematic uncertainty. The test statistic is ↑2 log(L/L0),
where L (L0) is the value of the likelihood function when
the signal yield is allowed to vary (is fixed to 0). We
generate 106 pseudo-datasets from the background-only
PDF assuming no signal and repeat the fits. We ob-
tain the significance from the p-value calculated as the
fraction of fit results having a value of the test statistic
smaller than the one observed in data.

VIII. CONCLUSIONS

We present a measurement of the branching fraction
of the B+

→ ϑ+ϱω decay using 365 fb↑1 of electron-
positron collision data recorded at the ⇀ (4S) resonance
by the Belle II detector, using hadronic B tagging. For
this measurement, we consider one-prong decays of the
ϑ+ lepton. We measure B(B+

→ ϑ+ϱω ) to be

B(B+
→ ϑ+ϱω ) = [1.24±0.41(stat.)±0.19(syst.)]↓10↑4

(6)
with a significance of 3.0↽. The measured B is consistent
with the current world average and with the SM predic-
tion. Figure 7 shows a comparison of our B(B+

→ ϑ+ϱω )

2

I. INTRODUCTION

The leptonic decay B+
→ ω+εω [1] is a process with

a clean theoretical prediction in the Standard Model
(SM) and is potentially sensitive to contributions from
beyond-the-standard-model (BSM) physics. In the SM,
the branching fraction is given by:

B(B+
→ ω+εω ) =

G2

FmBm2
ω

8ϑ

[
1↑

m2
ω

m2

B

]2

f2

B |Vub|
2ωB ,

(1)
where GF is the Fermi coupling constant, mB andmω are
the masses of the charged B+ meson and the ω lepton,
respectively, fB is the B+ meson decay constant, Vub is
the Cabibbo-Kobayashi-Maskawa matrix element related
to u and b quarks, and ωB the lifetime of the B+ meson.
All of the quantities in Eq. 1 are measured experimen-
tally [2] except for fB , which is determined from Lattice
Quantum Chromodynamics (LQCD) simulations [3].

Assuming the SM and the precise calculation of fB
from LQCD, the B+

→ ω+εω decay mode provides a
direct measurement of the CKM matrix element |Vub|

that is independent of exclusive and inclusive semilep-
tonic B → Xuϖεε decays, which are typically studied for
this purpose [4]. Moreover, in leptonic decays, the the-
oretical uncertainty will not be a limiting factor soon;
the FLAG working group estimates an uncertainty be-
low 1% [3]. The B+

→ ω+εω decay is sensitive to BSM
contributions, such as those predicted by models with
a charged Higgs boson, the two Higgs Doublet Model
(2HDM) [5–7], or various supersymmetric extensions of
the SM [8, 9]. In these models the branching fraction of
the B+

→ ω+εω decay can be enhanced (or suppressed)
by a factor up to 4 [10], taking into account experimen-
tal constraints from previous measurements. Therefore,
a precise measurement of the branching fraction can also
be used to constrain the parameter space of these models.

Belle and BABAR measured B(B+
→ ω+εω ) recon-

structing the accompanying B→ meson in hadronic de-
cays [11, 12] or semileptonic decays [13, 14]. Table I
shows past measurements and their current world aver-
age.

TAB. I. Published results for B(B+
→ ω+εω ) by Belle, BABAR

and the PDG average.

Experiment Tag B(10→4)

Belle Hadronic 0.72+0.27
→0.25 ± 0.11

BABAR Hadronic 1.83+0.53
→0.49 ± 0.24

Belle Semileptonic 1.25± 0.28± 0.27

BABAR Semileptonic 1.8± 0.8± 0.2

PDG 1.09± 0.24

The measurement described in this paper is based on
data collected by the Belle II experiment at the Su-

perKEKB electron-positron collider between 2019 and
2022 and has an integrated luminosity of (365.4 ±

1.7) fb→1 [15], corresponding to a number of produced
ϱ (4S) estimated to be nϑ (4S) = (387 ± 6) ↓ 106. In ad-

dition, we use 42.3 fb→1 of data collected at the slightly
lower center-of-mass energy of 10.52 GeV (o!-resonance)
to calibrate the background from continuum e+e→ → qq
(where q = u, d, s, c) and e+e→ → ω+ω→ events in a data-
driven way. A B→ meson is fully reconstructed in an ex-
clusive hadronic decay (Btag) and the remaining charged
particle trajectories (tracks) and neutral energy deposit
in the calorimeter (clusters) are examined for the signa-
ture of a B+

→ ω+εω decay (Bsig). We consider four ω+

decays with a single charged particle in the final state:
ω+ → e+ εe εω , ω+ → µ+ εµ εω , ω+ → ϑ+ εω , and ω+

→ ς+ εω channels, where ς is the ς(770). These modes
account for approximately 72% of all ω decays [2]. Each
mode is treated as a distinct signal category. We define a
set of selection requirements to suppress the backgrounds
for which either the Btag or the Bsig are misidentified.
We optimize the signal selection on simulation, which is
corrected and validated on several control samples. We
extract the branching fraction using a simultaneous two-
dimensional maximum likelihood fit to two discriminat-
ing variables, the residual energy in the electromagnetic
calorimeter not associated with the reconstructed B+B→

pair, and the missing mass squared of the event.

II. BELLE II DETECTOR AND SIMULATION

The Belle II experiment [16] is located at the Su-
perKEKB accelerator [17], which collides 7 GeV elec-
trons and 4 GeV positrons at and near the ϱ (4S) res-
onance. The Belle II detector [16] has a cylindrical
geometry arranged around the interaction point (IP),
which is enclosed by a beryllium beam pipe with an
inner radius of 1 cm, and includes a two-layer silicon-
pixel detector (PXD) surrounded by a four-layer double-
sided silicon-strip detector (SVD) [18] and a 56-layer cen-
tral drift chamber (CDC). These detectors reconstruct
tracks of charged particles. In this work, we analyze the
data for the period, when only one-sixth of the second
layer of the PXD was installed. Surrounding the CDC,
which also provides ionization-energy-loss measurements,
is a time-of-propagation counter (TOP) [19] in the cen-
tral region and an aerogel-based ring-imaging Cherenkov
counter (ARICH) in the forward endcap region. These
detectors provide charged-particle identification (PID).
Surrounding the TOP and ARICH is an electromagnetic
calorimeter (ECL) based on CsI(Tl) crystals that primar-
ily provide energy and timing measurements for photons
and electrons. Outside of the ECL is a superconduct-
ing solenoid magnet, which provides an axial magnetic
field of 1.5T. A K0

L and muon identification system is
located outside of the magnet and consists of flux-return
iron plates interspersed with resistive plate chambers and
plastic scintillators. The central axis of the solenoid de-

https://arxiv.org/abs/2502.04885
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Summary and outlook

Belle II continues to provide essential inputs 
to test the CKM structure of the SM 

‣ Several world leading results and 
mostly unique measurements with 
neutrals and missing energy 

‣ Improved detector performance and 
analysis techniques 

‣ Expecting significant increase in 
sample size with ongoing run
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Recent results on beauty and charm*
• CPV in charm: D0→K0SK0S approaching precision to 

observe SM-induced CPV, can help understand the origin 
of CPV observed in D0→π+π- 

• CPV in beauty: constrain the angles of the unitarity triangle 
‣ φ1(β): measured in b→cc̄s transitions, precision close to 

effect of penguin amplitudes, controlled with B0→J/ψπ0 
‣ φ2(⍺): least known angle, determined from isospin 

analysis of B→ππ and B→ρρ 

• (Semi)tauonic and lepton-flavor violating B-decays, 
motivated by anomalies in b→c𝛕v and B→Kvv excess 

‣ Searches for B0→K*0𝛕𝛕 and B0→K0s𝛕l 

‣ Measurement of BF of B+→𝛕v (and Vub)
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*see talks from F. Trantou and M. Campajola for Belle II results on tau and dark sector

https://agenda.infn.it/event/44272/timetable/?view=standard#63-search-for-a-dark-photon-an
https://agenda.infn.it/event/44272/timetable/?view=standard#28-tau-and-dark-sector-physics
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CPV in D0→K0SK0S

• Color and CKM-suppressed transition, 
interference between c→uss̄ and c→udd̄ 
amplitudes, ~O(1%) CPV possible in SM 

• Using Belle (980fb-1) + Belle II (428fb-1) 
D*+-tag and D0→K+K- control sample 

• Statistical precision comparable to LHCb, 
systematic uncertainties reduced by half wrt. 
previous Belle analysis, thanks to improved 
control mode [PRD 104, L031102 (2021)]
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VIII. FINAL RESULTS AND CONCLUSIONS

Using D!þ-tagged D0 → K0
SK

0
S and D0 → KþK−

decays reconstructed in 980 fb−1 of Belle data, and in
428 fb−1 of Belle II data, we measure the time-integrated
CP asymmetry in D0 → K0

SK
0
S decays to be

ACPðD0→K0
SK

0
SÞ¼ ð−1.1&1.6ðstatÞ&0.1ðsystÞÞ% ð9Þ

and

ACPðD0→K0
SK

0
SÞ¼ð−2.2&2.3ðstatÞ&0.1ðsystÞÞ%; ð10Þ

respectively. The two results are consistent and agree with
previous determinations [10–14]. The result based on Belle
data supersedes the published result [12]. It has a factor of 2
smaller systematic uncertainty compared to the previous
result thanks to the usage of theD0 → KþK− control mode,
which provides a more precise ACP external input compared
to theD0 → K0

Sπ
0 control mode used in Ref. [12]. Assuming

that the only source of correlation between the two results is
the external input value of ACPðD0 → KþK−Þ, we combine
our Belle and Belle II results to obtain

ACPðD0→K0
SK

0
SÞ¼ð−1.4&1.3ðstatÞ&0.1ðsystÞÞ%: ð11Þ

The combined result has precision comparable to theworld’s
best measurement from LHCb [13], with which it agrees.
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TABLE I. Summary of uncertainties in ACPðD0 → K0
SK

0
SÞ.

Uncertainty (%)

Source Belle Belle II

Modeling in the D0 → K0
SK

0
S fit 0.04 0.05

Modeling in the D0 → KþK− fit 0.02 <0.01
Kinematic weighting 0.06 0.07
Input ACPðD0 → KþK−Þ 0.05 0.05

Total systematic 0.09 0.10
Statistical 1.60 2.30
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Fit variables

Perform Mbc ⇥�E fit to extract signal yields

O↵set in �E is due to the wrong mass hypothesis associated with a
track

(S.Hazra) March 22, 2023 @Moriond EW 6/ 14

Beam-constrained mass [GeV/c2] Energy difference [GeV]

Challenges

Suppress 105⇥ larger qq̄ (continuum) background

Combine several kinematic,
decay-time and topological
variables in multivariate
techniques

qq̄ background rejection:
⇡ 99%

(S.Hazra) March 22, 2023 @Moriond EW 5/ 14

Event shape
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VIII. FINAL RESULTS AND CONCLUSIONS

Using D!þ-tagged D0 → K0
SK

0
S and D0 → KþK−

decays reconstructed in 980 fb−1 of Belle data, and in
428 fb−1 of Belle II data, we measure the time-integrated
CP asymmetry in D0 → K0

SK
0
S decays to be

ACPðD0→K0
SK

0
SÞ¼ ð−1.1&1.6ðstatÞ&0.1ðsystÞÞ% ð9Þ

and

ACPðD0→K0
SK

0
SÞ¼ð−2.2&2.3ðstatÞ&0.1ðsystÞÞ%; ð10Þ

respectively. The two results are consistent and agree with
previous determinations [10–14]. The result based on Belle
data supersedes the published result [12]. It has a factor of 2
smaller systematic uncertainty compared to the previous
result thanks to the usage of theD0 → KþK− control mode,
which provides a more precise ACP external input compared
to theD0 → K0

Sπ
0 control mode used in Ref. [12]. Assuming

that the only source of correlation between the two results is
the external input value of ACPðD0 → KþK−Þ, we combine
our Belle and Belle II results to obtain

ACPðD0→K0
SK

0
SÞ¼ð−1.4&1.3ðstatÞ&0.1ðsystÞÞ%: ð11Þ

The combined result has precision comparable to theworld’s
best measurement from LHCb [13], with which it agrees.
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TABLE I. Summary of uncertainties in ACPðD0 → K0
SK

0
SÞ.

Uncertainty (%)

Source Belle Belle II

Modeling in the D0 → K0
SK

0
S fit 0.04 0.05

Modeling in the D0 → KþK− fit 0.02 <0.01
Kinematic weighting 0.06 0.07
Input ACPðD0 → KþK−Þ 0.05 0.05

Total systematic 0.09 0.10
Statistical 1.60 2.30
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This introduces a bias on the measured asymmetry, which can be estimated as the product205

of the contamination fraction and the di!erence between the CP asymmetries in D0 →206

K0
Sω

+ω→ and D0 → K0
SK

0
S decays. The contamination fraction is estimated in simulation207

to be 2.5% for Belle, and 2.3% for Belle II. Given that ACP (D0 → K0
Sω

+ω→)↑ACP (D0 →208

K0
SK

0
S ) < 10% [47], the bias can be conservatively bounded to be smaller than 0.25% for209

Belle, and 0.23% for Belle II. These values are assigned as systematic uncertainties due210

to the neglected D0 → K0
Sω

+ω→ contamination.211

In e+e→ → cc events, charm hadrons are produced with a forward-backward asymme-212

try due to ε-Z0 interference and higher order e!ects [48, 49, 50]. The forward-backward213

asymmetry is an odd function of the cosine of the polar angle in the center of mass sys-214

tem, cos ϑ↑. Since the Belle and Belle II acceptance is not the same for cos ϑ↑ > 0 and215

cos ϑ↑ < 0, a charge asymmetry in the production of a given species of charmed hadrons216

remains. In our measurement, however, we e!ectively count pairs of charmed hadrons:217

the signal D0 → K0
SK

0
S and the other (oppositely flavored) charmed hadron of the event,218

which provides the tagging information. As a result, we do not expect any e!ect in the219

measurement due to the forward-backward asymmetry. To check this, we weight the re-220

constructed candidates such that the signal | cos ϑ↑| distribution is the same for candidates221

with cos ϑ↑ > 0 and cos ϑ↑ < 0 and redetermine the values of ACP . As expected, we find222

variations in ACP consistent with zero and do not assign any systematic uncertainty due223

to the forward-backward asymmetry.224

Finally, as a cross-check we fit to subsamples of the data defined according to data-225

taking conditions and find no significant variation of the measured asymmetry.226

The total systematic uncertainties, 0.43% for Belle and 0.25% for Belle II, are evaluated227

as the sums in quadrature of the components due to the fit modeling and the D0 →228

K0
Sω

+ω→ contamination.229

7 Final results and conclusions230

We measure the time-integrated CP asymmetry in D0 → K0
SK

0
S decays using a charm-231

flavor tagging algorithm that exploits the correlation between the flavor of the recon-232

structed neutral D meson and the electric charges of particles reconstructed in the rest233

of the e+e→ → cc event. Using 980 fb→1 of data collected by Belle and 428 fb→1 of data234

collected by Belle II, we obtain235

ACP (D
0 → K0

SK
0
S ) = (2.5± 2.7± 0.4)% (4)236

and237

ACP (D
0 → K0

SK
0
S ) = (↑0.1± 3.0± 0.3)% , (5)238

respectively. The first uncertainties are statistical and the second systematic. The two239

results are in agreement and combined, using the best linear unbiased estimator [51], into240

ACP (D
0 → K0

SK
0
S ) = (1.3± 2.0± 0.2)% . (6)241

7

D* tag

Opposite-side tag

1.85 1.9 1.95 2

]2c) [GeV/0
SK

0
SK(m

0

200

400

600

800

1000

1200

1400

1600

2 c
C

an
di

da
te

s p
er

 1
 M

eV
/

Data
Fit

0
SK

0
SK→0D

Background

Belle 1− = 980 fbdt L∫

1− 0.5− 0 0.5 1

qr

0

100

200

300

400

500

600

700

800

C
an

di
da

te
s p

er
 0

.0
1

Belle 1− = 980 fbdt L∫

1.85 1.9 1.95 2

]2c) [GeV/0
SK

0
SK(m

0

100

200

300

400

500

600

700

2 c
Ca

nd
id

at
es

 p
er

 1
 M

eV
/

Data
Fit

0
SK

0
SK→0D

Background

Belle II 1− = 428 fbdt L∫

1− 0.5− 0 0.5 1

qr

0

20

40

60

80

100

120

140

160

180

Ca
nd

id
at

es
 p

er
 0

.0
1

Belle II 1− = 428 fbdt L∫

Figure 2: Distributions of (left) m(K0
SK

0
S ) and (right) qr for D0 → K0

SK
0
S candidates in

(top) Belle and (bottom) Belle II data, with fit projections overlaid. The qr distributions
are only for candidates in the m(K0

SK
0
S ) signal regions indicated by the vertical lines.

6 Systematic uncertainties191

We consider the following sources of systematic uncertainties: fit modeling, residual con-192

tamination from D0 → K0
Sω

+ω→ decays, and e!ects due to the forward-backward asym-193

metry in e+e→ → cc production.194

We estimate the first using pseudoexperiments generated with the default fit model,195

and fitted with alternative models derived from data where one of the fit shapes is changed.196

As alternative models for the mass shapes we use a Johnson SU distribution [46] for signal197

and a second-order polynomial for background. For the r distributions, we fill alternative198

histogram templates by varying the definition of the mass sideband. The alternative199

models give an equally good description of the data as the default models. The observed200

average di!erences between measured and generated asymmetries, 0.35% for Belle and201

0.10% for Belle II, are assigned as systematic uncertainties.202

A residual contamination of D0 → K0
Sω

+ω→ decays, which is indistinguishable from203

the signal inm(K0
SK

0
S ), is neglected in the fit and counted as part of the signal component.204
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VIII. FINAL RESULTS AND CONCLUSIONS

Using D!þ-tagged D0 → K0
SK

0
S and D0 → KþK−

decays reconstructed in 980 fb−1 of Belle data, and in
428 fb−1 of Belle II data, we measure the time-integrated
CP asymmetry in D0 → K0

SK
0
S decays to be

ACPðD0→K0
SK

0
SÞ¼ ð−1.1&1.6ðstatÞ&0.1ðsystÞÞ% ð9Þ

and

ACPðD0→K0
SK

0
SÞ¼ð−2.2&2.3ðstatÞ&0.1ðsystÞÞ%; ð10Þ

respectively. The two results are consistent and agree with
previous determinations [10–14]. The result based on Belle
data supersedes the published result [12]. It has a factor of 2
smaller systematic uncertainty compared to the previous
result thanks to the usage of theD0 → KþK− control mode,
which provides a more precise ACP external input compared
to theD0 → K0

Sπ
0 control mode used in Ref. [12]. Assuming

that the only source of correlation between the two results is
the external input value of ACPðD0 → KþK−Þ, we combine
our Belle and Belle II results to obtain

ACPðD0→K0
SK

0
SÞ¼ð−1.4&1.3ðstatÞ&0.1ðsystÞÞ%: ð11Þ

The combined result has precision comparable to theworld’s
best measurement from LHCb [13], with which it agrees.

ACKNOWLEDGMENTS

This work, based on data collected using the Belle II
detector, which was built and commissioned prior to
March 2019, and data collected using the Belle detector,
which was operated until June 2010, was supported
by Higher Education and Science Committee of the
Republic of Armenia Grant No. 23LCG-1C011;
Australian Research Council and Research Grants
No. DP200101792, No. DP210101900, No. DP210102831,
No. DE220100462, No. LE210100098, and
No. LE230100085; Austrian Federal Ministry of
Education, Science and Research, Austrian Science Fund
(FWF) [Grants DOI: 10.55776/P34529, DOI: 10.55776/
J4731, DOI: 10.55776/J4625, and DOI: 10.55776/M3153],

and Horizon 2020 ERC Starting Grant No. 947006
“InterLeptons”; Natural Sciences and Engineering
Research Council of Canada, Compute Canada and
CANARIE; National Key R&D Program of China under
Contract No. 2022YFA1601903, National Natural Science
Foundation of China and Research Grants No. 11575017,
No. 11761141009, No. 11705209, No. 11975076,
No. 12135005, No. 12150004, No. 12161141008,
No. 12475093, and No. 12175041, and Shandong
Provincial Natural Science Foundation Project
ZR2022JQ02; the Czech Science Foundation Grant
No. 22-18469S and Charles University Grant Agency
project No. 246122; European Research Council,
Seventh Framework PIEF-GA-2013-622527, Horizon
2020 ERC-Advanced Grants No. 267104 and
No. 884719, Horizon 2020 ERC-Consolidator Grant
No. 819127, Horizon 2020 Marie Sklodowska-Curie
Grant Agreement No. 700525 “NIOBE” and
No. 101026516, and Horizon 2020 Marie Sklodowska-
Curie RISE project JENNIFER2 Grant Agreement
No. 822070 (European grants); L’Institut National de
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SCP ¼ −0.88" 0.17, where the uncertainties are statistical
only. The correlation between CCP and SCP is 8%. The Δt
distributions for tagged signal decays, after subtracting the
backgrounds [50], are displayed in Fig. 3, along with the
decay rate asymmetry.

VI. SYSTEMATIC UNCERTAINTIES

Contributions from all considered sources of systematic
uncertainty are listed in Tables II and III for the branching
fraction and CP asymmetries, respectively. The leading
contribution to the total systematic uncertainty on the
branching fraction arises from the π0 efficiency calibration,
while the main systematic uncertainties on the CP asym-
metries originate from the calibration of the flavor tagging
and resolution function with the B0 → D#−πþ control
sample and tag-side interference.

A. Branching fraction

In the computation of the branching fraction, we correct
the signal efficiencies obtained in simulation using control
samples from collision data. The statistical and systematic
uncertainties associated with the correction factors are
propagated to the measurement of the branching fraction
systematic uncertainty.
The π0 reconstruction efficiency is measured in data and

simulation using the ratio of the yields of D#þ → D0ð→
K−πþπ0Þπþ and D#þ → D0ð→ K−πþÞπþ decays, scaled
by the inverse values of their branching fractions. The yield
ratio in experimental and simulated data is used to obtain
correction factors as functions of the π0 polar angle and
momentum. The average correction factor over the kin-
ematic distribution of the π0 in B0 → J=ψπ0 decays is
1.05" 0.04, where the uncertainty is dominated by the
knowledge of the D0 branching fractions [17].
The difference in electron and muon identification per-

formance between simulation and experimental data is

calibrated using J=ψ → lþl−, eþe− → lþl−ðγÞ, and
eþe− → eþe−lþl− samples. The average correction
factor over the kinematic distribution of the signal is
1.002" 0.006 for the J=ψ → eþe− mode and 0.938"
0.005 for the J=ψ → μþμ− mode, where the uncertainties
are the sum in quadrature of the statistical and systematic
uncertainties.
The performance of the continuum-suppression BDT is

validated using theB0 → J=ψK0
S control sample. The ratio of

the signal efficiency after applying the BDT requirement in
data and simulation is found tobe1.001" 0.004 and1.007"
0.003 for the J=ψ → eþe− and J=ψ → μþμ− modes, respec-
tively, where the uncertainties are statistical only.
Tracking efficiencies are measured using eþe− → τþτ−

events, where one τ decays as τ− → e−ν̄eντ and the other as
τ− → π−πþπ−ντ. Efficiencies for data and simulation are
found to be compatible within an uncertainty of 0.27%,
which is propagated for each track to the uncertainty on the
branching fraction.
We propagate the uncertainty on the branching fractions

of the J=ψ and π0 decay modes used to reconstruct the
signal [17]. The uncertainty on the number of B0 mesons in
the sample arises from the measurement of the number of
BB̄ pairs and from the knowledge of the Bþ=B0 production
ratio [49]. Both uncertainties are propagated to the branch-
ing fraction and included in the systematic uncertainty.
We consider the uncertainties associated with the deter-

mination of the signal yields from the fit in the following
way. We repeat the fit by fixing the parameters determined
in the control samples to alternative values chosen accord-
ing to their statistical covariance matrix. We take the
standard deviation of the distribution of the signal yields
thus obtained and propagate it to the branching fraction. To
account for differences in the composition of the back-
grounds between data and simulation, we use simplified
simulated datasets where each component is generated
according to their PDFs. The main B → J=ψX background
components are generated with independent ΔE distribu-
tions and their yields varied between "20% and "50%

TABLE II. Relative systematic uncertainties on the branching
fraction compared with the statistical uncertainties.

Source Relative uncertainty on BF [%]

π0 efficiency 3.7
Lepton ID 0.4
BDT 0.3
Tracking efficiencies 0.5
External inputs 0.4
NðBB̄Þ 1.4
fþ−=f00 1.5
Fixed parameters 0.9
Backgrounds composition 0.4
Multiple candidates 0.5

Total systematic uncertainty 4.5

Statistical uncertainty 6.0

TABLE III. Systematic uncertainties on the CP asymmetries
compared with the statistical uncertainties.

Source CCP −ηfSCP
Calibration with B0 → D#−πþ 0.017 0.023
Signal extraction fit 0.003 0.017
Backgrounds composition 0.005 0.009
Backgrounds Δt shapes <0.001 0.001
Fit bias 0.010 0.010
Multiple candidates <0.001 0.002
Tracking detector misalignment 0.002 0.002
Tag-side interference 0.027 0.001
τB0 and Δmd <0.001 <0.001

Total systematic uncertainty 0.034 0.032

Statistical uncertainty 0.123 0.171
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FIG. 2. Signal-enhanced distributions of (left to right) !E, Mbc, Ct, and wt for B0 → ω0ω0 signal candidates with (top)
positive and (bottom) negative q tags reconstructed in data, with fit projections overlaid. Lower panels show pulls.

These improvements reduce the fractional systematic un-
certainty on the branching fraction by 40% and both the
absolute statistical and systematic uncertainty on the CP
asymmetry by 3%, for a given sample size. Combining
these improvements with the increased sample size pro-
duces results competitive with the current best values,
which are based on larger samples. We average our re-
sults with previous measurements of B0 → ω0ω0 branch-
ing fraction and CP asymmetry apart from the previous
Belle II results [44], and include them, along with re-
cent B0 → ω+ω→ and B+ → ω+ω0 inputs [19, 50], in
an isospin analysis that follows Ref. [17] to assess impact
on B → ωω-based ε2 constraints. Our results reduce
by 10↑ the 68% CL exclusion interval surrounding the
CKM-favored solution, corresponding to a 30% fractional
increase in ε2 precision [51]. This makes the precision of
ε2 determinations based on B → ωω decays competitive
with the precision of B → ϑϑ determinations, resulting
in a global improvement on the ε2 precision.

In summary, we report an improved Belle II measure-
ment of the branching fraction and direct CP asymmetry
of B0 → ω0ω0 decays reconstructed in the full electron-
positron collision sample at the ϖ (4S) collected through
2022. The results are B(B0 → ω0ω0) = (1.25 ± 0.23) ↑
10→6 and ACP (B

0 → ω0ω0) = 0.03 ± 0.30. These mea-
surements achieve a precision superior to, or comparable
with, the precision of previous measurements, based on
larger samples, and advance our knowledge of two-body
charmless B decays and of the angle ε2.

This work, based on data collected using the Belle
II detector, which was built and commissioned prior to
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known values [19] within our statistical-only uncertain-
ties.

We maximize the likelihood on the sample of 7140
B0 → ω0ω0 candidates. The branching fraction, CP
asymmetry, BB yield, and continuum yield are freely de-
termined by the fit. Figure 2 shows signal-enhanced data
distributions with fit projections overlaid. The signal-
enhancing selection is the same as for the control modes
and rejects approximately 91%–98% of continuum. A
signal is observed in all distributions, overlapping con-
tinuum and BB background. The branching fraction is
calculated using

B(B0 → ω0ω0) =
Nfs(1 + f+→/f00)

2 ε NBB B(ω0 → ϑϑ)2
, (3)

where Nfs = 126 ± 20 is the observed signal yield,
ε = (27.28 ± 0.03)% is the signal reconstruction and se-
lection e!ciency from simulation, NBB = (387±6)↑106

is the number of BB pairs in the sample, f+→/f00 =
1.052 ± 0.031 is the ratio of the branching fractions for
the decay of ϖ (4S) to B+B→ and B0B0 final states [49],
and B(ω0 → ϑϑ) = (98.82 ± 0.03)% [19] is the relevant
ω0 branching fraction. The Poisson fluctuation on N
is included in the branching-fraction statistical uncer-
tainty to account for fluctuations of the total sample size.
We obtain B(B0 → ω0ω0) = (1.25 ± 0.20) ↑ 10→6 and
ACP (B

0 → ω0ω0) = 0.03 ± 0.30 where uncertainties are
statistical.

We consider sources of systematic uncertainties asso-
ciated with assumptions made in the analysis, with pos-
sible biases due to discrepancies between relevant distri-
butions in data and simulation, or with intrinsic uncer-
tainties of external inputs (Table I). Whenever a system-
atic source is associated with a modeling choice in the
analysis, we determine its impact by using ensembles of
simplified simulated experiments. To account for possi-
ble data-simulation discrepancies, we use control samples
reconstructed in data and in simulation to estimate cor-
rection factors and assess their associated uncertainties,
which are propagated in the results as systematic uncer-
tainties. We also propagate uncertainties on the external
inputs to the quantities of interest.

A systematic uncertainty of 8.1% associated with the
ω0 pair reconstruction e!ciency is determined from data
using the decaysD↑→ → D0(→ K+ω→ω0)ω→ andD↑→ →
D0(→ K+ω→)ω→. The correction factor that matches
the e!ciency of the continuum-classifier selection in sim-
ulation with data is determined using B+ → D0(→
K+ω→)ω+ decays. The uncertainty on the correction fac-
tor is assigned as a systematic uncertainty. The system-
atic uncertainty associated with modeling choices, and
with the uncertainties on the associated pdf parameters,
is the maximum di”erence observed between averages of
results obtained from fitting our model to simulated data
generated with alternative functions and the average ob-
tained with the nominal parameter and model choices,
or with parameters varied according to their covariances.

The continuum component has no contribution from al-
ternate parameter choices, as its parameters are directly
determined in the fit. The systematic uncertainty on
f+→/f00 accounts for the experimental uncertainty on
the measurement and the uncertainty due to the assump-
tion of isospin symmetry. The uncertainty in the num-
ber of BB meson pairs is due to the uncertainty in the
integrated-luminosity determination, the small amount
of o”-resonance data, and e!ciency mismodeling in sim-
ulation. The uncertainty on the time-integrated B0B0-
oscillation probability ϱd is assessed by repeating the fit
after fixing the parameter to its best-fit value, and sub-
tracting in quadrature the uncertainties on the param-
eters of interest. The systematic uncertainty associated
with the choice of calibration function used to obtain
the factors k(q) is determined by fitting simulated data
generated with an alternative function, which includes
additional corrections proportional to w2. The total sys-
tematic uncertainty is the sum in quadrature of the indi-
vidual contributions.

TABLE I. Fractional systematic uncertainties on the branch-
ing fraction and absolute systematic uncertainties on the CP
asymmetry. Total systematic uncertainties, resulting from
their sums in quadrature, are also given and compared with
statistical uncertainties.

Source B ACP

ω0 e!ciency 8.1% n/a
Continuum-suppression e!ciency 1.9% n/a
BB-background model 1.7% 0.01
Signal model 1.2% 0.02
Continuum-background model 0.9% 0.03
ε (4S) branching fractions (1 + f+→/f00) 1.5 % n/a
Sample size NBB̄ 1.5% n/a
B0B0-oscillation probability n/a < 0.01
Wrong-tag probability calibration n/a 0.01

Total systematic uncertainty 8.9% 0.04

Statistical uncertainty 15.9% 0.30

The final results are

B(B0 → ω0ω0) = (1.25± 0.20± 0.11)↑ 10→6 (4)

and

ACP (B
0 → ω0ω0) = 0.03± 0.30± 0.04, (5)

where the first contributions to the uncertainties are sta-
tistical and the second systematic. The (statistical) lin-
ear correlation between these two quantities is +1.5%.
This work supersedes a previous Belle II result based on
about one-half of the data sample [44], and incorporates
a number of enhancements. We improve background sup-
pression by increasing the discriminating power of classi-
fiers; we simplify the sample-composition fit by including
as an observable the predicted signal flavor obtained by
new algorithms with higher e!cacy; we include in the
fit additional control data to constrain backgrounds di-
rectly from data, thus reducing systematic uncertainties.
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ω
0, PID, and TabNet classifier e!ciencies. These ratios

are evaluated using control samples.

The uncertainty of charged track finding is evaluated
using e

+
e
→

→ ε
+
ε
→ data, in which one ε decays as

ε
+
→ ϑ

+
ϖωϖε and the other decays as ε+ → ω

→
ω
+
ω
→
ϖε .

The data-MC ratios of the tracking e!ciency are 0.9999±
0.0029 for the LP signal and 0.9999 ± 0.0027 for the
TP signal. The neutral-pion e!ciency is studied using
D

0
→ K

→
ω
+
ω
0, D0

→ K
→
ω
+, and B

→
→ D

↑0
ω
→ fol-

lowed by D
↑0

→ D
0
ω
0 and D

0
→ K

→
ω
+. The data-MC

ratios of the e!ciency are 1.011 ± 0.039 for the LP sig-
nal and 1.040 ± 0.038 for the TP signal. We obtain a
systematic uncertainty associated with the charged-pion
identification e!ciency using pions from the decay chain
D

↑+
→ D

0
ω
+ followed by D

0
→ K

→
ω
+. The data-

MC ratios of the charged-pion identification e!ciency are
0.9946± 0.0004 for the LP signal and 0.9934± 0.0004 for
the TP signal. The e!ciency of the TabNet classifier
and the shape of TC are evaluated using a B

0
→ D

↑→
ω
+

control sample. The data-MC ratio of the e!ciency is
1.082 ± 0.031. The systematic uncertainties associated
with the e!ciency in B and fL are estimated by varying
the e!ciency by ±1ϱ. The statistical uncertainty of the
e!ciency due to the MC sample size is included in the
systematic uncertainty.

The uncertainty due to the single candidate selection is
estimated by comparing the results with a random candi-
date selection and with the nominal one. The fractions of
SCF events are fixed to the MC expectation and we treat
the deviation from the nominal value as the uncertainty,
with the mean of B and fL obtained from MC ensemble
tests varying SCF fraction to the signal by ± 20%. The
uncertainties due to peaking backgrounds are evaluated
by changing their yields by the fractional uncertainties
in their branching fractions, as listed in Table III. The
uncertainties due to the yields of ε+ε→ backgrounds are
evaluated by varying these yields by ±100% from their
nominal values (obtained from MC simulation), as the
phase-space distribution of many of these modes is un-
known (e.g., the dominant mode ε

→
→ ω

→
ω
+
ω
→
ω
0
ϖε ).

The uncertainties due to the signal, qq, BB, ε+ε→, and
peaking background modeling are estimated by chang-
ing the PDF shape parameters by their uncertainties.
The peak positions and widths for ”E and mϑ±ϑ0 are
calibrated using a B

+
→ D̄

0
ς
+ sample. The shifts

in peak positions and the data-simulation ratios of the
width are ↑7.6 ± 0.46 MeV, 1.141 ± 0.015 for the ”E

distribution, and ↑9.82 ± 0.67 MeV/c2, 1.025 ± 0.014
for the mϑ±ϑ0 distribution. We also include the un-
certainty in the PDF shapes due to the limited MC
sample size. The uncertainties due to interference with
B

0
→ ω

+
ω
→
ω
0
ω
0, B

0
→ ς

±
ω
↓
ω
0 , B

0
→ a

0
1ω

0, and
B

0
→ a

±
1 ω

↓ decays, which have the same final-state
particles as B

0
→ ς

+
ς
→, is evaluated using simulated

datasets, changing the strong phases relative to the sig-
nal from zero to 2ω radians assuming the branching frac-
tions of the background modes to be 10→5. We repeat
the fits with di#erent interference samples and take the

standard deviation of the results as the uncertainty.
The systematic uncertainty due to the mis-modeling of

MC samples is estimated by changing the cos φϖ± PDF
for the combinatorial BB and qq backgrounds by the
di#erences observed between MC and data events in the
Mbc sideband. We estimate the e#ect of mis-modeling
in the cos φϖ± PDF for signal and peaking backgrounds
by varying the PDFs by their MC-data di#erences as
measured for the B

±
→ D

0
ς
± control sample.

To check for a possible fit bias, we perform an ensemble
test using the MC-simulated samples. The observed bias
is included as a systematic uncertainty. The uncertainty
due to NBB is included, as well as the uncertainty in
f+→/f00 obtained in Ref.[50].

Table VI. Systematic uncertainties for B and fL. Relative
uncertainties are shown for B.
Source B [%] fL[10

→2]

Tracking ±0.54 —

ω0 e!ciency ±7.67 —

PID ±0.08 —

TC ±2.87 —

MC sample size ±0.24 ±0.2

Single candidate selection ±0.55 ±0.3

SCF ratio +2.97
→2.45

+0.2
→0.3

B’s of peaking backgrounds +0.94
→0.98 ±0.1

ε+ε→ background yield +0.65
→0.69 ±0.0

Signal model +1.14
→2.02 ±0.2

qq̄ model +0.49
→0.51

+0.1
→0.2

BB̄ model +1.00
→0.40

+0.3
→0.1

ε+ε→ model +0.17
→0.26

+0.0
→0.1

Peaking model +1.37
→1.01

+0.3
→0.5

Interference ±1.20 ±0.5

Data-MC mis-modeling +3.51
→1.70

+0.8
→0.3

Fit bias ±1.03 ±1.2

f+→/f00 ±1.51 —

NBB ±1.45 —

Total systematic uncertainty +10.07
→9.51

+1.7
→1.5

Statistical uncertainty +7.93
→7.58

+2.4
→2.5

B. Time-Dependent CP-asymmetry fit

Table VII summarizes the statistical and systematic
uncertainties of the time-dependent CP-asymmetry fit.
The systematic uncertainties due to sources that con-
tribute to both the signal extraction and CP asymme-
try fits are obtained by repeating the signal extraction
fit as described in Section VIA, and then repeating the
CP asymmetry fit with the modified signal fraction. The
following uncertainties are included: branching fractions
for peaking backgrounds, ε+ε→ yields, mis-modeling of
MC samples, single candidate selection, the SCF ratio,

https://arxiv.org/abs/2412.19624
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signal and background modeling, fit bias, and interfer-
ence.

We estimate the systematic uncertainty due to the res-
olution function by changing the resolution function pa-
rameters one by one by the uncertainties resulting from
the B0

→ D
→↑

ω
+ calibration procedure. For parameters

that are not calibrated, we allow them to float in the fit
and take the resulting shifts in S and C as the systematic
uncertainties.

We validate the !t PDF shapes for BB and qq back-
grounds by performing a fit to events in theMbc-sideband
region. The systematic uncertainty associated with these
!t PDF shapes is estimated by varying the shape param-
eters in the Delta t PDF for BB and qq backgrounds and
repeating the fit.

The interference between CKM-favored and CKM-
suppressed tag-side decays a”ects the values of S and C

measured on the signal side [53]. We generate simulated
datasets both with and without interference e”ects and
take the shifts in the values of S and C as the systematic
uncertainties.

The wrong-tag fractions are calibrated as described
in Ref. [44]. We estimate the uncertainty due to these
wrong-tag fractions by varying the fractions by their un-
certainties and repeating the fits. The resulting changes
in the fit results from the nominal values are taken as the
systematic uncertainties.

The values listed in Table IV allow for possible CP

violation in the peaking backgrounds. We generate sim-
ulated datasets varying the CP violating parameters for
the backgrounds one at a time. The systematic uncer-
tainty is estimated by taking the quadratic sum of the
observed shifts. We estimate the uncertainty due to pos-
sible CP violation in the TP signal in the same way, con-
sidering 50% CP violation in TP signal events and taking
fL = 0.92.

We estimate the uncertainty due to possible misalign-
ment of the tracking detector [54]. We reconstruct a
simulated sample for B

0
→ ε

+
ε
↑ assuming four detec-

tor misalignment scenarios and extract S and C. The
systematic uncertainty is taken to be the maximum de-
viation from the nominal values. We estimate the sys-
tematic uncertainty due to fixed physics parameters ϑB0

and !md by varying them by their uncertainties [12].

C. Correlation

Table VIII summarizes the correlations among the four
results for the statistical and systematic uncertainties.
We first estimate the correlations for each uncertainty
individually. For example, we vary the PDF shape pa-
rameters by their uncertainties and record the changes
for each pair of measurements to estimate the correla-
tion of the modeling. This procedure is applied to all
sources of systematics. The fitter gives the correlation of
the statistical uncertainty between B and fL, as well as
between S and C. The statistical correlation between B

Table VII. Systematic uncertainties for S and C.

Source S[10→2] C[10→2]

B’s of peaking backgrounds +0.6
→0.5 ±0.1

ωω background yield ±0.9 +0.0
→0.1

Data-MC mis-modeling +0.6
→1.1

+1.5
→0.6

Single candidate selection ±1.3 ±1.9

SCF ratio +0.5
→0.4

+0.7
→0.0

Signal model +1.1
→1.4

+0.3
→0.4

qq̄ model +2.2
→1.0 ±0.2

BB̄ model ±0.9 +0.7
→0.5

ω+ω→ model ±0.1 ±0.0

Peaking model +0.8
→0.4

+0.2
→0.4

Fit bias ±2.0 ±0.6

Interference ±2.8 ±1.7

Resolution +3.4
→4.4

+1.9
→1.4

!t PDF for qq̄ and BB̄ +3.8
→1.8

+0.7
→0.1

Tag side interference ±0.5 ±2.1

Wrong tag fraction +0.2
→0.3 ±0.5

Background CP violation +3.8
→3.6

+4.2
→3.7

CP violation in TP signal +0.8
→0.2

+0.2
→0.4

Tracking detector misalignment ±1.4 ±0.5

ωB0 and !md
+1.4
→1.6 ±0.3

Total systematic uncertainty +8.2
→7.8

+6.1
→5.3

Statistical uncertainty ±18.8 ±12.1

or fL and S or C is estimated by varying B or fL by 1ϖ
and then repeating the CP fit.

Table VIII. The correlations among the measurements for
the statistical and systematic uncertainties.

Stat. fL S C
B →0.11 0.04 0.01
fL 0.03 0.05
S →0.06

Syst. fL S C
B →0.12 0.06 0.01
fL →0.03 0.00
S 0.02

VII. CONSTRAINTS ON THE CKM ANGLE ε2

We extract ϱ2 by performing an isospin analysis with
the Gronau-London isospin relations [16],

1
↑
2
A+↑ +A00 = A+0, (16)

1
↑
2
Ā+↑ + Ā00 = Ā↑0, (17)

where Aij is the amplitude of longitudinally polarized
B → ε

i
ε
j . We use results from the Belle, BABAR, and
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simulation. For the second sample, we reconstruct a B+

→ D→0 ω+ εω decay recoiling against the hadronic Btag,
and the resulting corrections are used to reweight the sig-
nal simulation for leptonic modes. The third sample is
obtained by reconstructing two non-overlapping hadronic
tag B mesons with opposite charges in the event (Double
Tag); this sample is used to reweight the signal simula-
tion for hadronic modes. Typical correction factors vary
between 0.8 and 1.2. Each control sample is discussed in
detail in Appendix A. Figure 3 shows nεextra and Eextra

ECL

distributions after applying the corrections.
We validated the procedure by comparing the

reweighted MC distributions with data in the following
sidebands: Eextra

ECL
sideband, requiring Eextra

ECL
> 500 MeV;

Mbc sideband, requiring Mbc < 5.26GeV/c2; M2

miss
side-

band (leptons only), requiring M2

miss
< 4GeV2/c4; pcand

sideband (hadrons only), requiring pcand < 1.2GeV/c. In
all cases, we find good agreement between MC simulation
and data.

V. SIGNAL EXTRACTION

We use the Eextra

ECL
and M2

miss
variables to discriminate

between signal and background: signal events are char-
acterized by low Eextra

ECL
and large M2

miss
. In contrast,

for backgrounds Eextra

ECL
has a smoother increasing dis-

tribution, and M2

miss
tends to have smaller values. We

exploit this behavior and the correlations by combin-
ing the Eextra

ECL
and M2

miss
distributions in a single two-

dimensional binned probability density function (PDF).
We extract the branching fraction B(B+

→ ϑ+εϑ )
from a simultaneous binned maximum likelihood fit to
all the four ϑ+ categories. The PDFs are 2D histograms
of M2

miss
and Eextra

ECL
with 10↑10 uniform binning, with

↓10 < M2

miss
< 26GeV2/c4 and 0 ↭ Eextra

ECL
< 1GeV.

Figure 4 shows the 2D histogram PDFs of Eextra

ECL
and

M2

miss
for signal and background in the ϑ+ → e+ εe εϑ

channel (left plots) (similar for the ϑ+ → µ+ εµ εϑ chan-
nel) and in the ϑ+ → ϖ+ εϑ (right plots) (similar for the
ϑ+ → ϱ+ εϑ channel).

We float five parameters in the fit: the common
branching fraction B(B+

→ ϑ+εϑ ) and the total back-
ground yield for each of the four decay modes nb,k, with
k = e+, µ+,ϖ+ or ϱ+. The signal yields ns,k are not free
parameters but depend on the common floating fit pa-
rameter B(B+

→ ϑ+εϑ ) and fixed quantities as follows:

ns,k = 2nB+B→ ↑ ςk ↑ B(B+
→ ϑ+εϑ ) (4)

with nB+B→ = nϖ (4S)f
+↑, where f+↑ = 0.5113+0.0073

↑0.0108

is the branching fraction B(φ (4S) → B+B↑) estimated
in [4]; ςk is the e!ciency to reconstruct in the category k
a B+

→ ϑ+εϑ decay (for any kind of real ϑ decay). The
e!ciencies ςk, estimated in simulation and corrected for
MC mis-modeling, are shown in Tab. II. They include by
construction the ϑ+ branching fractions and cross-feed
as predicted by MC. Table III shows the composition of

each reconstructed ϑ+ decay in terms of decay mode. The
table shows the relevant sizes of the cross-feed contribu-
tions.

TAB. III. Composition of each reconstructed ω+ decay from
B+

→ ω+εω in terms of decay mode. The row denotes the
reconstructed final state, and the columns represent the gener-
ated decay mode. The o!-diagonal entries reflect the amount
of cross-feed between channels.

Reco

True
e+ (%) µ+ (%) ϑ+ (%) ϖ+ (%) other(%)

e+ 97 0.1 0.1 0 2.8

µ+ 0 87 0.9 0.1 12

ϑ+ 0.1 3.3 55.7 16 24.9

ϖ+ 0.4 4.5 27.8 61.2 6.1

VI. FIT RESULT

Performing the fit to the data we obtain

B(B+
→ ϑ+εϑ ) = (1.24± 0.41)↑ 10↑4, (5)

where the uncertainty is statistical only (stat.).
In order to check the goodness of the fit, we generate

pseudo-datasets from the simulated distributions and re-
peat the fit on the obtained pseudo-data. We observe
that the ↼2 values obtained in pseudo-data are worse
than the ↼2 obtained in data for 11% of the cases. In
Fig. 5 we show the projections of the fit for Eextra

ECL
and

M2

miss
distributions (in Appendix B we show the same

projections for each ϑ+ category). The comparison of
fitted background yields with respect to MC expectation
is shown in Table IV. Table V shows B(B+

→ ϑ+εϑ ) ob-
tained fitting simultaneously the four ϑ+ categories and
fitting each category independently from each other.

TAB. IV. Observed and expected values of the background
yields in the fit. The expected values are estimated from
a simulation corresponding to an integrated luminosity of
365 fb→1.

Parameter Observed value Expected value

nb,e+ 4907± 71 4846± 24

nb,µ+ 4620± 69 4493± 24

nb,ε+ 454± 22 461± 9

nb,ϑ+ 772± 28 811± 11

VII. SYSTEMATIC UNCERTAINTIES

The main systematic uncertainties a”ecting the mea-
surement are listed in Table VI. When uncertainties do

8

FIG. 4. Two-dimensional PDFs of Eextra
ECL and M2

miss from simulation for signal (top) and background (bottom) in the ω+
→

e+ εe εω channel (left) (similar for the ω+
→ µ+ εµ εω channel) and in the ω+

→ ϑ+ εω (right) (similar for the ω+
→ ϖ+ εω

channel). The color represents the PDF probability in each bin.

TAB. V. Observed values of the signal yields and branching
fractions, obtained from single fits for each ω+ decay mode
and the simultaneous fit.

Decay mode ns B(10→4)

Simultaneous 94± 31 1.24± 0.41

e+ εe εω 13± 16 0.51± 0.63

µ+ εµ εω 40± 20 1.67± 0.83

ϑ+ εω 31± 13 2.28± 0.93

ϖ+ εω 6± 25 0.42± 1.82

not a!ect the signal yields, they are propagated directly
to the branching fraction, as in the case of the number
of ω (4S), the fraction of B+B→ pairs (symmetrizing the
uncertainty to be f+→ = 0.5113± 0.0108 since it is not a
dominant uncertainty), and the uncertainty on the track-
ing e”ciency of the signal charged particle. Otherwise,
the e!ect on the final result is estimated by fluctuating

the assumptions and propagating the e!ect on the PDF
shapes, generating in this way a set of alternative PDFs.
The fit is repeated with all the alternative templates, and
the standard deviation of the fitted B(B+

→ ε+ϑω ) val-
ues is taken as the corresponding systematic uncertainty.
We evaluate the systematic uncertainty related to sim-

ulation statistics by fluctuating the bin contents of the
2D histogram PDFs 200 times, varying the bin content
according to MC statistical uncertainties, and assuming a
Poisson distribution. We obtain an uncertainty of 13.3%.
To evaluate the systematic corrections to the nεextra

multiplicity we vary the bin-by-bin correction by apply-
ing 100 Gaussian variations, taking the variance from the
corrections obtained from control studies. The resulting
PDFs are used to repeat the fit. The standard deviation
of the fit results is 5.5%, which is taken as a systematic
uncertainty.
To account for possible discrepancies between data and

simulation due to the branching fractions of the B and D
decays used in the MC simulation, we apply 50 Gaussian
variations to those branching fractions, with the variance

https://arxiv.org/abs/2502.04885
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TAB. VI. Summary of systematic uncertainties (syst.) on the
fitted branching fraction presented as relative uncertainties.
The e!ect of each source is evaluated in the simultaneous fit
of the four signal modes. The last three sources do not a!ect
the signal yields.

Source Syst.

Simulation statistics 13.3%

Fit variables PDF corrections 5.5%

Decays branching fractions in MC 4.1%

Tag B→ reconstruction e”ciency 2.2%

Continuum reweighting 1.9%

ω0 reconstruction e”ciency 0.9%

Continuum normalization 0.7%

Particle identification 0.6%

Number of produced ε (4S) 1.5%

Fraction of B+B→ pairs 2.1%

Tracking e”ciency 0.2%

Total 15.5%

standard deviation in the fit results, which is taken as a
systematic uncertainty.

The limited size of the o!-resonance sample a!ects
the reweighting of the continuum MC. Applying a boot-
strapping procedure, and resampling the training and
test samples of the FBDT, we obtain 50 di!erent sets of
reweighting factors. Repeating the fit with this change
we observe a standard deviation of 1.9% in the fit results,
which is taken as a systematic uncertainty.

Events with a pion in the final state are assigned to
the ω (ε) category if a ε0 is (is not) found to come from
a ω+ → ε+ε0 decay. Therefore, mis-modeling of the ε0

reconstruction e”ciency would a!ect only hadronic ϑ+

decays. We study the data and MC agreement for the ε0

e”ciency using D→0(→ D0ε0)ε+ and D0
→ K↑ε+(ε0)

decays for ε0 momenta in the range [0.05,0.20] and
[0.20,3.0] GeV/c, respectively, determining corrections
factors to the MC for the ε0 e”ciency. To obtain the
systematic uncertainties, we follow a ε0 removal proce-
dure. After generating a repeatable random sequence of
values between zero and one, if the value is greater than
the e”ciency correction, the ε0 is removed, and the two
ϖ’s are reassigned to the ROE; the event migrates from
ϑ+ → ω+ ϱω to ϑ+ → ε+ ϱω category. We evaluate the
systematic contribution by fitting the data on 50 di!er-
ent modified PDFs changing the random sequence. The
di!erence between the average of the fitted branching
fractions and the nominal fit result is negligible, while
the standard deviation of the fitted branching fractions
is 0.9%. Thus, we conclude that there is no bias in the
result if the corrections are not applied and we set the
systematic uncertainty to 0.9%.

We change the continuum fraction of the background
by the statistical uncertainty of the o!-resonance sample,

producing 50 alternative background PDFs, obtained as-
suming a Poisson distribution. Repeating the fit with the
di!erent PDFs, we observe a standard deviation of fit re-
sults of 0.7%, which is taken as a systematic uncertainty.
The systematic uncertainty of the lepton and hadron

identification e”ciency and fake rates are extracted from
pure samples of pions and leptons in D→+

→ D0 (→ K↑

ε+)ε+, ς0
→ p ε↑, K0

S → ε+ε↑, J/φ → ↼+↼↑ data
and MC sample. We evaluate the impact on the branch-
ing fraction fit by changing the shapes of the PDFs and
the values of selection e”ciencies according to 1↽ vari-
ations of systematic uncertainty of lepton identification,
ε identification, and fake rates estimated in the control
samples. We observe a standard deviation in the fit re-
sults of 0.6%.
We check the agreement of signal selection e”ciency

in data and MC with a B+
→ D→0 ↼+ ϱε control sample.

After applying all the selections and calibrations, we find
a Data/MC ratio equal to 0.96±0.04, which implies that
no further e”ciency correction is needed.
Moreover, we implement a signal embedding procedure

on a sample of B+
→ K+ J/φ (→ ↼+↼↑) (↼ = e, µ), ex-

ploiting its clean experimental signature. In each event,
B+

→ K+ J/φ is removed, and replaced by a simulated
B+

→ ϑ+ϱω . This procedure is performed both on data
and simulation, applying the standard B+

→ ϑ+ϱω re-
construction. The ratio of signal selection e”ciencies es-
timated between data and MC is 1.02± 0.18, which con-
firms the agreement obtained from the B+

→ D→ ↼+ ϱε
control sample. The distributions of Eextra

ECL
and M2

miss

are also in good agreement between data and MC for
this embedding sample, as shown in Fig. 6.
We find evidence of signal with a significance of 3.0↽

from a hypothesis test after convolving the likelihood pro-
file with a Gaussian, whose width is set to the total sys-
tematic uncertainty. The test statistic is ↑2 log(L/L0),
where L (L0) is the value of the likelihood function when
the signal yield is allowed to vary (is fixed to 0). We
generate 106 pseudo-datasets from the background-only
PDF assuming no signal and repeat the fits. We ob-
tain the significance from the p-value calculated as the
fraction of fit results having a value of the test statistic
smaller than the one observed in data.

VIII. CONCLUSIONS

We present a measurement of the branching fraction
of the B+

→ ϑ+ϱω decay using 365 fb↑1 of electron-
positron collision data recorded at the ⇀ (4S) resonance
by the Belle II detector, using hadronic B tagging. For
this measurement, we consider one-prong decays of the
ϑ+ lepton. We measure B(B+

→ ϑ+ϱω ) to be

B(B+
→ ϑ+ϱω ) = [1.24±0.41(stat.)±0.19(syst.)]↓10↑4

(6)
with a significance of 3.0↽. The measured B is consistent
with the current world average and with the SM predic-
tion. Figure 7 shows a comparison of our B(B+

→ ϑ+ϱω )

https://arxiv.org/abs/2502.04885
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(1.5%), and the f00 parameter (+1.5%
→1.6%) are treated with378

one nuisance parameter each. Finally, the systematic un-379

certainty due to the limited size of simulated samples is380

also taken into account.381

Before examining the SR, we validate the fit procedure382

with MC pseudo-experiments, in which both statistical383

and systematic uncertainties are taken into account. No384

bias in the branching fraction and its uncertainty is ob-385

served, with an injected signal branching fraction rang-386

ing from zero to the current upper limit value [7]. As387

an additional check, a set of pseudo-experiments is con-388

structed by varying the number of expected events in389

each bin of the fit variable. The variations are derived390

from the data-simulation discrepancies observed in those391

bins for the same-flavor control sample. Again in this392

case, no bias is observed when performing a fit on such393

pseudo-experiments. From a fit performed on simulated394

events assuming the background-only hypothesis, the ex-395

pected branching fraction uncertainty is computed to be396

0.98 → 10→3. This corresponds to an expected 90% con-397

fidence level (C.L.) upper limit of 1.7 → 10→3, as deter-398

mined using the CLs method [36], a modified frequentist399

approach that is based on a profile likelihood ratio [37].400

The result of the fit to data is shown in Fig. 2,401

leading to a measured branching fraction of B(B0 ↑402

K↑0ω+ω→) = [↓0.15± 0.86(stat)± 0.52(syst)] → 10→3.403

Compatibility between the data and fit result is assessed404

using simplified MC pseudo-experiments, and a p-value405

of 48.3% is obtained. The measurement is statistically406

limited. The impact of the various systematic sources407

on the branching fraction is given in Table II, with the408

knowledge of the B ↑ D↑↑ε/ωϑ decays and the simulated409

sample size being the largest contributions. As no signifi-410

cant signal is observed, we obtain a 90% C.L. upper limit411

of 1.8→ 10→3.412

In summary, this letter presents the first search for the413

B0 ↑ K↑0ω+ω→ decays at Belle II, utilizing the hadronic414

tagging technique. We analyze a 365 fb→1 dataset col-415

lected by the Belle II experiment at the SuperKEKB416

e+e→ collider. No evidence for a signal is observed, and417

an upper limit on the branching fraction of 1.8→ 10→3 at418

the 90% confidence level is set, assuming a signal with419

SM-like properties. This is the most stringent limit on420

the B0 ↑ K↑0ω+ω→ decay reported to date.421
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National de Physique Nucléaire et de Physique des454

Particules (IN2P3) du CNRS and L’Agence Nationale455

de la Recherche (ANR) under Grant No. ANR-21-CE31-456

0009 (France); BMBF, DFG, HGF, MPG, and AvH457

Foundation (Germany); Department of Atomic Energy458

under Project Identification No. RTI 4002, Department459

of Science and Technology, and UPES SEED funding460

programs No. UPES/R&D-SEED-INFRA/17052023/01461

and No. UPES/R&D-SOE/20062022/06 (India); Israel462

Science Foundation Grant No. 2476/17, U.S.-Israel463

Binational Science Foundation Grant No. 2016113,464

and Israel Ministry of Science Grant No. 3-16543;465

Istituto Nazionale di Fisica Nucleare and the Research466

Grants BELLE2, and the ICSC – Centro Nazionale467

4

Figure 1: Distribution of Eextra for events passing the nominal
selection, with all the corrections applied, for the ωω signal
category. The signal B0 → K→0ε+ε↑ histogram is shown
scaled assuming a branching fraction of 10↑1.

and Eextra. In addition, the invariant massesM(K→0; ti),302

i = 1, 2 are used as inputs to target B → D(→)ωε back-303

grounds. The most discriminating input variables are the304

missing energy, Eextra,M(K→0; ti), and q2 = (pω++pω→)2305

[31]. To use the entire simulated sample, we perform a306

two-fold training: the samples are randomly split into307

two halves, and the classifier is trained separately on308

each half. The output weights of a given training are309

then applied to the complementary half sample. Good310

agreement between the two outputs is observed.311

The range [0.4, 1] of the BDT output (ϑ(BDT)), de-312

fined as signal region (SR), is used in the fit for the313

branching fraction. The SR is common to all signal cat-314

egories and is determined by the need to maintain high315

signal e!ciency while limiting the impact of the system-316

atic uncertainties due to background knowledge on the317

expected branching fraction. Table I reports the signal318

e!ciencies (ϖ) and the expected background composi-319

tion in the SR. The ωω category is the most sensitive320

with the largest background contamination from B0B0
321

events, 65% of which are peaking. In about 80% of these322

events, one B0 decays to a semileptonic or semitauonic323

final state. This fraction is lower for the other signal324

categories and is 47% for the ϱϱ category.325

The signal branching fraction is extracted from an326

binned maximum likelihood fit to the ϑ(BDT) distribu-327

tion in the SR, simultaneously for all four signal cat-328

egories, using the pyhf [32, 33] and the Cabinetry329

libraries [34]. The parameter of interest is defined330

as B(B0 → K→0ς+ς↑) = Nsig/(2ϖN!(4S)f00), where331

N!(4S) = (387 ± 6) ↑ 106 is the number of produced332

Table I: Signal e!ciencies (ϑ) and expected background yields,
for ϖ(BDT) > 0.4. The signal categories are ordered accord-
ing to the expected sensitivity.

Signal category ϑ↑ 105 BB qq
ωω 4.0 275 39
ϱω 7.6 1058 230
ς 15.5 3279 845
ϱϱ 4.0 1077 424

”(4S), estimated from a data-driven approach in which333

non-”(4S) events are subtracted from on-resonance data,334

and f00 = 0.4861+0.0074
↑0.0080 [35] is the φ (4S) → B0B0 decay335

rate. For each signal category, the bin width is chosen to336

have more than 10 expected background events in each337

bin. The templates for the fit components (signal, BB338

and qq backgrounds) are obtained from simulated sam-339

ples.340

Systematic uncertainties are incorporated into the like-341

lihood as nuisance parameters with Gaussian constraints.342

The uncertainties on the correction factors for the pion,343

kaon, and lepton identification e!ciencies and misiden-344

tification probabilities and the ϱ0 e!ciency are provided345

by auxiliary measurements, as described above. An un-346

certainty associated with the correction of the ROE clus-347

ter multiplicity is assigned. This corresponds to 100%348

of the residual di#erence in the data-to-simulation ra-349

tio observed in the ϑ(BDT) < 0.4 control region, af-350

ter the correction derived from the same-flavor sample351

is applied. The branching fractions of decay modes con-352

tributing about 70% of B0 decays and 50% of B+ decays353

in the SR are allowed to vary according to their known354

uncertainties [28]. We assign a 50% uncertainty on the355

branching fraction of B → D→→ω/ςε decays, which are356

poorly known and constitute about 5% (9%) of the resid-357

ual B0B0 (B+B↑) background. The BB events in which358

a D meson decays to a final state with a K0
L are scaled359

by 1.30, and a 10% systematic uncertainty is assigned to360

them [1].361

The normalization factors for qq, combinatorial BB,362

peaking B0B0 and signal e!ciency are evaluated in the363

SR, using the same control samples previously described,364

and they are found to be consistent with the values de-365

termined in the full ϑ(BDT) region. An uncertainty on366

the normalization factor for qq, driven by the statisti-367

cal uncertainty of the o#-resonance sample and ranging368

from 70% for the ωω mode to 15% for the ↼ and ϱϱ sig-369

nal categories, is assigned. The combinatorial BB yield370

is allowed to vary by 15%, while the peaking B0B0 and371

signal normalizations are assumed to be known at the372

14% level. We use a dedicated B0 → K→0ς+ς↑ MC sam-373

ple, generated with modified form factors [21], to evaluate374

the systematic uncertainty due to the knowledge of signal375

form factors. Global normalization uncertainties on the376

luminosity measurement (0.5%), the number of ”(4S)377
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5

the background is described by an exponential function
with floating yield and shape parameters. We introduce
a scale factor f to account for data-simulation di!erence
on the width from signal simulation. The f ratio, deter-
mined to be 1.04± 0.15, is used as a correction factor for
the width. The value of B(B0

→ D
+
s D

→) is measured to
be (10.1± 1.2)↑ 10→3, consistent with the world-average
value [23] within 2ω, and serves as a closure test of the
entire analysis chain. To validate the BDT performance,
we apply B

0
→ K

0
Sε

±
ϑ
↑ weights to B

0
→ D

+
s D

→ events.
The e”ciency is derived from B

0
→ D

+
s D

→ yields be-
fore and after BDT selection using Mrecoil fits. The
data-simulation e”ciency ratios (RBDT) are 0.93± 0.17,
0.96±0.16, 0.92±0.16, and 0.96±0.18 for the OSµ, SSµ,
OSe, and SSe modes, respectively.
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FIG. 1. Fit to the recoil mass of the Btag and D+
s system for

simulation (upper) and data (lower) with the combined Belle
and Belle II samples.

Figure 2 shows the Mω fits to data for B0
→ K

0
Sε

±
ϑ
↑

decays. There is no significant signal in any of the fit
channels. We translate the number of observed events
Nsig into a branching fraction B using the expression

B =
Nsig

ϖ↑ 2NBB̄ ↑ (1 + f+→/f00)→1
, (2)

where ϖ is the e”ciency after RBDT and RFEI calibra-
tions. The e”ciency also includes the branching fractions
of K0

S , ε , ϱ, ς
0, and the e!ect of B0-B̄0 mixing (i.e. sig-

nal loss in mixed events) in the simulation. In the case
where the true branching fractions are zero, the result-
ing estimates are unbiased. We use NBB̄= 1159 ↑ 106,
which is the total number of BB pairs for the combined
datasets; and f+→/f00 = 1.052±0.031, which is the ratio

of B(#(4S) → B
+
B

→) to B(#(4S) → B
0
B̄

0) [34].
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FIG. 2. The Mω distributions and fits for the combined Belle
and Belle II datasets. The black dots with error bars show the
data, the red dash-dotted curve shows the signal component,
the blue dashed curve shows the background component, and
the purple solid curve shows the global fit.

We obtain ULs on the signal yields using pseudo-
experiments. They are generated using background and
signal PDFs for di!erent values of the signal branching
fractions, performing 10,000 fits for each value. We then
define N

UL
sig at 90% CL as the signal yield for which 10%

of the experiments have fit yields less than the observed
Nsig in data. Systematic uncertainties are included by
smearing the Nsig distribution obtained from the pseudo-
experiments with the fractional systematic uncertainty,
which has an e!ect of less than 1% on the mean Nsig.
The ULs on the branching fractions B

UL are then ob-
tained from N

UL
sig using Eq. 2. Including the e!ect of

B
0-B̄0 mixing in the e”ciency (Eq. 2) ensures ULs cor-

rectly cover the case of zero true branching fractions and
are conservative otherwise. Table I summarizes the e”-
ciency, fit results, and observed ULs at 90% CL for the
four channels. Expected ULs, derived from the no-signal
assumption, are in the range [2.1, 2.2]↑ 10→5.

TABLE I. E!ciencies (ω), signal yields (Nsig) of the data fit,
central value of the branching fractions and the observed BUL

at 90% CL. The first uncertainty of the central value is sta-
tistical and the second is systematic.

B(10→5)

Channels ω(10→4) Nsig Central value UL

B0 → K0
Sε

+µ→ 1.7 ↑1.8± 3.0 ↑1.0± 1.6± 0.2 1.1

B0 → K0
Sε

→µ+ 2.1 2.6± 3.5 1.1± 1.6± 0.3 3.6

B0 → K0
Sε

+e→ 2.0 ↑1.2± 2.4 ↑0.5± 1.1± 0.1 1.5

B0 → K0
Sε

→e+ 2.1 ↑2.9± 2.0 ↑1.2± 0.9± 0.3 0.8

The primary source of systematic uncertainty arises

https://arxiv.org/abs/2412.16470

