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B d Some definitions I

Probability and statistics have different meanings:

underlying probability A B)  observed result B

what is the underlying probability A? h observation B

Example:
the probability of heads is 50% # flipping a coin 10 times gives 4 heads, 6 tails

you observe 4 heads in 10 flips # best guess of probability of heads is 0.40
(the “point estimate”)

Blue is probability, green is statistics. If you measure 4 heads in 10 flips, avoid saying “the most
probable fraction of heads is 40%” — you should say the most likely fraction is 40%

Probability Density Function (PDF): b
given a PDF 2 (x), the probability of obtaining x in the interval (a,b) is the integral / P(x)dx

a

oo
Expectation value or Mean: p = /_ xP(x)de

oo
Dispersion around the mean or Variance: V = /_ (x — p)* P(x) dx

e S 2 (for a Gaussian distribution,
Standard deviation: o =vV or o=V +o contains 68.3% of the area)
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Some definitions 11

90% confidence interval:
Given an observation B, the likelihood that the true value of « lies in the interval (a,b) is 0.90.

68.3% confidence interval:
Given an observation B, the likelihood that the true value of « lies in the interval (a,b) is 0.683.

Likelihood function:
The function £{x) that expresses the likelihood of a having a specific true value.

b
For a 90% confidence interval (a,b): / L(x)dx = 0.90

a

b
For a 68.3% confidence interval (a,b): / L(x)dxr = 0.683
Error bars:
Suppose the most likely value of « is z, and the 68.3% confidence F(b—2)
interval is (a,b). We quote both of these results together with the expression: & = z_(,_ )
Example: if z = 5 and the 68.3% confidence interval is (1,8), then we write: & = 5J_ri
3
90% confidence level upper limit £ — Bayesian: / L(x)dx = 0.90

B
90% confidence level upper limit &£ — frequentist: / P(z|p = &) dz = 0.10
(for observation B) — oo
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Some definitions 111

3
90% confidence level upper limit £ — Bayesian: /_ - L(x)dx = 0.90

B
90% confidence level upper limit &£ — frequentist: /_ - P(z|p =€) dz = 0.10
(for observation B)

In words: the frequentist upper limit is the value & which, if nature’s true value, would give a
probability of 10% of measuring a value B or smaller.

How does one determine this? For simple situations, i.e., known background, one can calculate &
using the Poisson PDF (see Neyman construction, Zech, Feldman-Cousins). For complicated
situations, use toy MC.

Coverage: if the upper or lower limit holds for a statistical ensemble, we say “the limit provides
coverage” (under-coverage: the limit is not true for an ensemble)

B
p-value: p= / P(x|p = &)dx  (if very small, observation B is suspiciously low)

p= /B P(z|p = &)dx  (if very small, observation B is suspiciously high)
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Some common PDFs I

Gaussian distribution:
1

P(z) = N o~ (@—1)?/(20?) \

* 68.3% of the likelihood is within £1o

—C +GC
* ‘standard normal”: 1 =0, o= 1 P
®* Gaussian distributions have a special importance

A\ 4

v

due to the Central Limit Theorem: the sum of a u

large number of deviations about mean values is

distributed according to a Gaussian distribution

with mean iy + 1, + u3 + ... and variance V =V,

+V,+ V5. [or c=V(6:2+ 072+ 05.)] [ eN(X25) ——
regardless of what distributions the individual | | o
deviations follow

en(-x)
— e’(-5x)
A2 ——

Exponential function (e.g., particle lifetime):

0.6

1
P(w) = ; e_m/T
04

mean value u = t, but most probable value is 0

cumulative distribution is the same exponential 0.2
* has unusual property that shifting the distribution

horizontally is equivalent to shifting it vertically N A L P — s

DAL B ——— e e
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Poisson distribution (discrete value): R A ?

0.80 0.80 | 0.80
1
P(N3p) = o pe” 0.60} 060 } 060}

wis a real number, but N is an integer P(r;p)om 1 osol heos odol o

most likely value for N is the integer nearest u ' ' '
* for ularge (>15), Poisson distribution —

Gaussian distribution with mean u and 0201 020F 020F

variance y (o= ) ‘ ¥

0 zr 0 247 024 61

. 0.20t 0.20+
Poisson errors: P(ri) y=2 bes
Suppose one observes N events; what is nature’s 010 l 010l ‘ [
mean value u? (i.e., to calculate a branching fraction). _ l l
Obviously, the best guess for i is N; but it’s also | . AERERA ‘ |
useful to give a confidence interval, i.e., u (a,b) at 0 2 4 6r 0 2 4 6 8 10r
68.3% CL. The convention (frequentist): 010“_ 010"_
* ais value of u for which there is 15.87% ' '

probability of observing = N events Plrin) H=10 H=20
* b is value of u for which there is 15.87% 0.05¢ 005y

probability of observing < N events ‘l “h
Values a, b obtained from tables or online calculators 04 8 12160 1015 20 25 30 T
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Some common PDFs 111

Binomial distribution (discrete value):

N 040t 040}
P(m;N,p) = <m>pqu‘m (p+q=1)
030} s 030f s
B(r;n,p) p=0.2 p=05
binomial N N! 020+ 0.20
coefficient: ( m ) = m! (N — m)!
' ' 010} 010}
®* p, g are probabilities of success and . I |
failure, i.e., p + q = 1 (“heads” and “tails”) 70 2 4 6r .0 2 4 6 8 r
* N, m are integers: m is the subset of N 0.30 0.30
with sucess (“heads”) pooz b0
* Variance of this distribution is Npg 020 0.20 -
B(r;n,p)
Binomial errors: 010+ 010
Suppose one observes m successes out of N trials (i.e., an | | l
efficiency € = m/N); what is nature’s probability of success 7 4 ' T o l - é >
p? Obviously, the best guess for p is m/N; but it’s also ‘
useful to give a confidence interval, i.e., p €(a,b) at 68.3% 0.20+ 0.20 f
CL. The convention: B(r.n,p) n=20
* 1 the standard deviation = £ V(Npq) is quoted as the 010t Pros 010
68.3% confidence interval, since it contains 68.3% of l ‘
the probability. Note: probability — likelihood is usually l l e |
forbidden but here can be shown to provide coverage 0 4 8 12r 0 4 81216
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Some common PDFs IV

Relation between Poisson distribution and Binomial distribution:

Suppose you have a sample of N patrticles, f of which decay “forwards,” b = N—f of which
decay “backwards.” Let p= probability of forward decay, q = 1-p = probability of backwards
decay. Since fis a subset of N, the distribution of forward decays follows a binomial
distribution. If we now release the requirement of fixed N, i.e., N follows a Poisson
distribution with mean u, then 7 becomes a joint probability as follows:

NI
P(f;N,p) = f,b,pfq" (note: f+b=N; p+q=1)
NI 1
! pld’ (ﬁ ”Ne_“>
1 1
_ (L fern) (L (g)te-
= (1_,! (pn)’e p“) (b! (qu)’e q“)

The last expression is the product of two Poisson distributions: one for forward decays with
mean pu, and one for backwards decays with mean qu. This illustrates the points:

®* binomial distribution + release fixed N — Poisson or
® Poisson from a fixed number of trials — binomial

A. J. Schwartz US Belle II Summer School 2025 Probability and Statistics




Other important distributions

The y2 distribution:
Suppose we sum n random variables distributed
with mean u and variance o2

=1 o

This variable will be distributed as: f{u;v)
1 n/2—1 2
2, — 2 -X /2 040 ]

This distribution is referred to as "the y° 0.30 ]

distribution for n degrees of freedom”
0.20

* If uis unknown, which is often the case, one
constructs the variable 010

X = Xn: (m - (:;;))2

=1 o

which is distributed according to a 2 distribution
with (n-1) degrees of freedom.

* For n large, y? distribution — Gaussian
distribution with mean n and V = 2n

[or o=+(2n)]
A. J. Schwartz US Belle II Summer School 2025 Probability and Statistics 9



\\

d Other important distributions

The cumulative y2 distribution: 100 L B S T R e 0
. : T TR TT :—‘ B ERIEBHE =HHH 0.2
Suppose you have a set of observables x; and 050 TN NG lﬁiii il '; ) A‘ AL a4
want to see if they are consistent with a mean u T RN RGN N \: ki 0.6
and variance o?. You calculate y? as ;;;iz_;;‘%g;*{: it 0.7
i LR P
n 2 PRI i
L, — K gl sl
X2EZ< ) REi R H
i=1 o 010 LR A 0.90
and see if the value is consistent with that i j j 095
expected from the 4?2 distribution. I.e., if the value 0.05 1R 1 1
is very high or very low, the guessed 1 and o are bR F(X V)
probably wrong. To make a quantitative T L L
statement of how likely the obtained y? value is, (o 4 R i d l
one needs to know the probability content of the i f 0.990
22 distribution, i.e., the fractional area under parts 001 , i
of it. This is called the cumulative y? distribution. ‘ | i i
It is often presented as a plot, but there are 0.005 B ] 0.335
standard routines and online calculators for ' e 1
calculating it. it
! | i} i . ;‘ H
* From right-most plot, y?=7 for n=2 has a = il l\ M 41 BB A 1
0.03 = 3% of ensemble is above this (=rare). 000y - FLTEEEL e i VR M e R 6 999
. 0 100
Forn =7, a = 0.40 = 40% of ensemble is 12 345 710 1520 04050701
above this (=not rare) X
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Fitting data

We often fit data to a PDF hypothesis, to determine signal
and background yields. Three variations of this:

all parameters of PDF are fixed (e.g., from MC), and
the resulting y? ("goodness-of-fit’) tells us if the
assumed PDF is likely or unlikely, i.e., describes the
data well.

parameters of PDF are fixed to MC but adjusted
(“calibrated”) to reduce data/MC differences for a
control sample; y? tells us if this adjusted PDF
describes the data

analytic form (shape) of PDF is taken from MC, but
parameters are floated in the fit. Fitter determines
“pbest” values of the parameters, y? tells us if this fitted
PDF describes the data well. How is this fit performed?

Events/ 12.5 MeV

Two common methods:

binned ML fit

Method of maximum likelihood unbinned ML fit
extended unbinned ML fit

Method of least squares (“y2 fit”)
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Suppose we have a set of n measurements Xy, X, Xs...X, and a set of parameters 6,
we want to determine. We construct a likelihood function £ as:

where P(x; |_65 is the probability of measuring x;given parameters 3 Thus, £Lis the
Joint conditional probability of measuring x4, X, X3...X, for a fixed set of ;. The
most likely values of ;are those that maximize £. Computationally, as £ can be

quite small, we usually maximize the logarithm of /£:

In £(ZT;0) = > In P(x;)0) (sum, instead of product)
=1
Oln L " JlnP
00 - 00,
0%1In L " 9?InP
f = <0
a0 2 o0
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= — 1
oT 87'Zn

oL 8 (1
” (<)

=1
*In L 0 < n 1>z
L r(reng
- T + ;Z:thz =0 ot | _u or T T2 3" —t)
= n = -— t = _— i
T1:Zl ¢ T2 T3 =1 T=(t)
1 .m n 2 2
= 7 = —Yt = (t = — g 2t
a2t = NP
_oon 2n n
so most-likely value is mean value )2 )2 (t)?

= negative, as desired for a maximum
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Method of maximum likelihood 111

A
What is the uncertainty on the best fit value(s) 6 ?

The uncertainty (68.3% confidence interval) is taken to be the square root of the variance, V'V.
How to calculate the variance?

For one fitted parameter, it can be shown that V(é) = ( 52 1n £>
- 90% Jp=b

. . 0*°InL
For a multi-parameter fit, it can be shown that (V )ij(g) =~ 750 00
i J

0=0

In practice, e.g., MINUIT, the derivatives d.L/00, 0°L/062, 0>L/(00; 06, at & =0 are evaluated
numerically. MINOS calculates them to much higher precision than MIGRAD.

For a large number of observables Xx;, the MnL symmetric asymmetric
likelihood function £ — Gaussian, or In £ — |
parabolic. The likelihood content of £, used to
obtain confidence intervals for the fitted

parameters, can then be calculated analytically. lnL(max)-2.0--———
The results are as shown:

DOV

(nL{max)-05—~— ——A&N-————~—

(in practice, -In/Lis used, and confidence intervals (nL{max)-4.5——— S
. . ) [ 997%
are obtained from rise above the minimum)
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Method of least squares (y° fit)

Suppose we have a set of n measurements X4, X,, X3...X, With uncertainties oy, o, 03...0,,and a
theoretical model predicts values f;, 5, fs...f, for these observables. The model depends on a set
of parameters @ that we want to determine. For example: if x;were the bin contents of a helicity
distribution, 6; would be the branching fraction of the decay mode, and 6, would be the fraction
of longitudinal polarization.

- (:Bz —f i)z

The most-likely values of §-would be those that minimize the y? statistic X' = o2
1=1 i

If the y; are correlated, then the most-likely values of 8 minimize

X2 — i i(wz o fz) (V_1>ij (wj o ‘fJ)

1 =1 j53=1
where V is the covariance matrix for the x; measurements.

Note that if the measured values x; are n 1 _(z.—£.)2/(202)
normally distributed about mean values L = H me o '
1 with standard deviations o;, then the =1 i
least-squares method and maximum- _ 1 e~ Yiz1(z;—F)?/(207)
likelihood method are identical: V2n(o,0,0,...0,.)

" (x; — f 7;)2

= InL ; 207 + C
x 2 Since 4?2 is positive-
= ——=— 4+ C definite, max(In £)
2 corresponds to min(y?)
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