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When we read a Belle II paper, we often find a table like this. 
 
They are the uncertainties of the measurement.  
 
 
Q: What do they mean and how can I get them? 

P.Horak, C. Schwanda
|V_cb| using B → D𝑙𝜈 at Belle II 
https://authors.belle2.org/dir.pl?p=81



What are the uncertainties of a measurement? 
↓ 

What is a measurement first?  
 
A comparison between: 

A feature of the object of interest 
A model that represents our expectation of that feature 



For example, measuring the diameter is also a comparison: 
Align the circle edge and ticks on the ruler 
Find the closest tick and read the number 

 
 
These steps introduce uncertainties! 

Where exactly the circle edges are (from the object) 
Ticks are drawn at wrong place (from the model) 

 
 
 
Q: What about in data analysis? 
 



In data analysis, we compare 
Object of interest: Data 
Model: Statistical model 

 
Math/Statistics quantifies the comparison 

 
Naturally, both of them introduce uncertainties! 

Uncertainty from data: statistical uncertainty 
Uncertainty from model: systematic uncertainty 

 
 
 
Q: How are they handled in the statistical inference? 
 

P.Horak, C. Schwanda
|V_cb| using B → D𝑙𝜈 at Belle II 
https://authors.belle2.org/dir.pl?p=81



Statistical inference (e.g. confidence intervals, upper limits) 
 
Traditionally: 
 

Model Fit Inference 
No sys 

 
Add sys one at a time 

 
 
 
With pyhf: 
 

Model with Fit Inference 
Sys encoded 

 
 
 
Q: How to encode the systematics into the model? 
 



What is a pyhf model 
 

● the expected distribution of (a)  feature in data
○ both shape and normalization for pyhf

● Histograms
○ i.e. the model inputs are the bin counts (binned by user)

Q: How do we typically build one?

A: MC or data driven (sidebands, or controls)



Year/Quarter/Month

Hands-on exercise: build a model for a B → D𝑙𝜈 analysis 
 

● Signal events have 1 missing neutrino
● Background events have more missing particles
● Choose M2

miss to be the fitting variable
● 20 uniform bins

$ cp /home/belle/zhangboy/B2SW/2025_VirginiaTech/Stat_Sys_hands_on.ipynb <your directory>



Systematic uncertainty:

● Bin count uncertainty due to MC statistical fluctuation or MC mismodelling.
○ E.g. if the MC sample is small e.g. PID cuts



The 2 systematics covered in this hands-on exercise 
 

1. Lepton ID (electron), difficult:  
a. Cut on PID variables in the reconstruction → Data/MC disagreement 
b. Calibrate the electron (based on p and 𝜃) by using control samples 

i. E.g. ee → ee for efficiency; K_s → ππ for fake rate 
ii. Weight table → correction weights for each electron 

iii. The uncertainty of the correction weights are the source for these systematics 
c. Propagate the uncertainty from the correction weights to the fitting variables (bin counts) 
d. Determine if this uncertainty is correlated across bins or uncorrelated 
e. Feed the correlated portion to the `histosys` and `normsys` in pyhf 
f. Discard the uncorrelated part (small) or feed it to the `staterror` in pyhf 

 
2. MC stat uncertainty, simpler: 

a. Calculate the poisson error with weights 
b. Feed them to the `staterror` in pyhf 



1. Lepton ID (electron), difficult:  
a. Cut on PID variables in the reconstruction → Data/MC disagreement 
b. Calibrate the electron (based on p and 𝜃) by using control samples 

i. E.g. ee → ee for efficiency; K_s → ππ for fake rate 
ii. Weight table → correction weights for each electron 
iii. The uncertainty of the correction weights are the source for this systematics 



C. Propagate the uncertainty from the correction weights to the fitting variables (bin counts) 



D1. Determine if this uncertainty is correlated or uncorrelated across bins and fitting components 



D2. Solve for eigenvectors (bin-by-bin correlated uncertainty) 
The truncated matrix (with first n eigenvectors) 

The full correlation matrix 



2. MC stat uncertainty: Calculate the Poisson error with weights 

Example: 
If w1 = w2 = … = wi = W ≠ 1

N’ = W x N

𝛿N’ = W x 𝛿N

𝛿N’ = W x √N assume poisson

𝛿N’ = √(W2 x N )



Create a pyhf model 



Add the modifiers 



Visualize the model before fitting to data (pre-fit) 
The bkg_norm should actually be constrained, i.e. it should be a nuisance parameter (systematics) 



Specify the fitting parameters 



Fit data with our model 



Statistical Inference (not covered this time) 

Goal Typical questions you must 
answer

Core numbers (statistics) you quote

Precision 
measurement
(POI + many 
nuisances)

“What is the best value and 
uncertainty of the parameter?”

“How well does my model 
reproduce the data?”

● Point estimate (best fit, usually MLE)
● 68 % (and often 95 %) confidence / credible interval → Δ

(–2 ln L)=1, 3.84 or MINOS errors
● Covariance / correlation matrix of all fitted parameters
● Pulls & impacts of the nuisance parameters (ranking plot)
● Goodness-of-fit test: χ²/ndf, saturated‐likelihood ratio, 

Kolmogorov–Smirnov, etc.

Hypothesis 
testing(search, 
exclusion, 
discovery)

“Is the null hypothesis 
disfavoured?”

“What’s the smallest signal I 
can rule out?”

● Test statistic (profile-likelihood ratio)
○ q0  for discovery (μ = 0)
○ qμ  for exclusion/limits

● p-value of the null (or CLs for limits)
● Significance Z = Φ–1(1–p) (local & maybe global)
● Upper limit on the POI at 95 % CL (or “5 σ discovery reach”)



Summary 
 
1. Data uncertainty → statistical uncertainty 

 
2. Model uncertainty → systematic uncertainty 

 
3. Typically each systematic requires (at least one) control/sideband sample to study 

 
4. Pyhf provides a nice way to encode systematics into the fitting model 

 
5. Statistical inference with pyhf fits all parameters at once 

a. Both statistical and systematic 
 

6. Links to previous relevant hands-on sessions or documentations 
a. Systematics correction framework doc and hands-on 
b. Pyhf hands-on 
c. Iminuit and Zfit hands-on 

https://syscorrfw.readthedocs.io/en/latest/
https://indico.belle2.org/event/11190/timetable/#20240621.detailed
https://github.com/lorenzennio/pyhf-tutorial/tree/main
https://indico.belle2.org/event/11190/timetable/#20240620.detailed


Thank you 




