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Who is the speaker?

• Hiro Nakayama, associate professor at KEK, Japan
• Joined the Belle II collaboration in 2010
• Since then, I have been closely collaborating also with 

SuperKEKB colleagues
• Serve as a leader of “MDI (Machine-Detector Interface)” 

group in the collaboration
• The MDI group oversees not only the mechanical design 

of the interaction region, but also any challenges arising 
between Belle II detector, SuperKEKB main storage ring, 
and injector LINAC.
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Introduction
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CHAPTER 2. SUPERKEKB

severe than before. Described here are the basic vacuum system designs mainly for arc sections
of the rings. A design for the IR will be presented elsewhere.

Figure 2.14: Beam chamber with antechambers for the LER.

2.6.2 Beam chamber

Beam chambers for the arc sections have an antechamber structure [18]. A beam chamber
consists of a beam channel and two antechambers at both sides. A schematic view of an an-
techamber for the LER is shown in Fig. 2.14 . The beam goes through a beam channel, and the
SR passes through an antechamber located at the outside of the ring (SR channel) and hits the
side wall of the antechamber. The beam chamber should be nearly circular in order to minimize
the incoherent tune shift due to the image charge.
Pumps are provided in an antechamber (pump channel) at the inside of the ring. The pump
channel is connected through a screen with many small holes. Two cooling channels are provided
on the outside of the antechambers. A beam position monitor (BPM) section will be fabricated
in a block, as in the present KEKB, with the same cross section as that of the beam chamber.
When a single-pipe chamber is used in some sections, in a straight section for example, tapers
are required at the transitions from an antechamber structure to a single-pipe one. The cross
section, as shown in Fig. 2.14, fits within the present magnets except for vertical correctors.
One advantage of the antechamber scheme is that the power density of the SR can be reduced.
Since the incident point of SR on the side wall is far from the emitting point, the incident SR
power density is diluted. The antechamber scheme also has the advantage of a small beam
impedance. Since the pumping channels are located in the antechamber, the pumping holes
have little effect on the beam. Photon masks are also placed in the SR channel. For the LER,
the antechamber structure is very important in reducing the effects of the photoelectrons, as
described later.
In the case of the HER, if an antechamber structure with a horizontal half-width of 90 mm is
used, the maximum SR power density at a beam current of 2.62 A is approximately 11 kW/m
(19W/mm2), which is almost the same level to the case of the present KEKB HER (1.4 A).

42

QCS magnets
Belle II detector
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Beam Pipe DesignInteraction region design of Belle and Belle II
Belle-II Interaction region
•  Smaller IP beam pipe radius
（r=15mm⇒10mm）
and wider beam crossing angle  
（22mrad⇒83mrad）
• Pipe crotch starts from closer 
to IP: pipe structure gets 
much complicated 
• Innermost sensor (PXD) 
added: more cables to go out 
through limited space

• Final Q for each ring: more 
flexible optics design
• No orbit bend near IP: less 
emittance, less background 
from spent particles

Hiroyuki Nakayama (KEK)

Belle

Belle-II

Ta Ta Ti/Be/Ti

38STCF workshop 2024

IP

IP

 =83mrad

 =22mrad

• Smaller pipe radius (15 →10mm) and wider beam crossing angle.
• Pipe crotch starts closer to IP.
• Innermost layer (PXD) added inside the detector. 
• Final focusing quadrupoles installed separately for each ring, enabling a 

more flexible optics design. 
• No bending magnets near the IP for lower emittance, reduced background.
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• Phase-1: Startup of the machine:  
• commissioning without collisions

• low emittance beam tuning 

• vacuum scrubbing

JFY2016 JFY2017 JFY2018 JFY2019
Phase-1 Phase-2 Phase-3

VXD installation 

MR startup

DR installation
DR commissioning

installation of QCS  
and Belle II

• Phase-3: Commissioning w/ full Belle II detector  
• collision tuning

• collimator tuning and background study

• continuous injection

Tom Browder, University of Hawai’i at Manoa 

   First Physics Results from Belle II@SuperKEKB 

 
Highlights from the latest Belle 
II Physics Run (spring 2020 
during the global pandemic), 
which concluded on July 1st. 
(Lpeak=2.4 x 1034/cm2/sec) 
 
First Physics Results from Belle 
II: Dark Sector , B physics, 
charm physics and tau physics. 
 
The Road Ahead to high 
luminosity and cutting edge 
physics (and the upgrades to 
SuperKEKB and Belle II that 
are needed). 

The complex superconducting final focus is 
partially visible here (before closing the endcap). 

Vertex	
detector	
before	
installation	

(FNAL	Wine	and	Cheese	
Seminar,	Sept	11,	2020)	

VXD detector 

• Phase-2: Commissioning w/o VXD 
• β* squeezing at IP

• DR commissioning

• collision tuning

Machine and Detector Commissioning

7
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SuperKEKB Operation in the Fall 2024 Run

SuperKEKB luminosity is steadily increasing:  
• 5.1 x 1034 cm-2s-1 achieved (World Record).  
• LER/HER: 1632/1259 mA, specific lumi: 5.32 x 1031 cm-2s-1mA-2 
However, our target luminosity is 6 x 1035 cm-2s-1, which is an order 
of magnitude higher than the current achievement.
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Challenges Towards High Luminosity

• Beam Background 
‣ Additional shields for 

mitigation  

• Beam Instability 
‣ Sudden Beam Loss

‣ Beam blow-up due to 

beam-beam interaction 

• Beam Injection 
‣ Powerful injection to 

maintain the beam current 

Beam background


Beam instability
 Beam injection
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Beam Background
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Beam particles deviated from the nominal orbit will eventually 
be lost by hitting beam pipe or collimator generating 
electromagnetic showers.
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Beam Background

Coulomb scattering between 
particles within a beam bunch

e-

e+ e+

e-

Radiative Bhabha Process
Beam gas

Bremsstrahlung or Coulomb 
scattering with a gas atom in 
the beam pipe

Touschek effect
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36

-当初䛿䝕䞊䝍取得効率䛜問㢟䛰䛳䛯䛜徐䚻䛻改善目標90%
-2019秋:~55% 2020春:~84% 2020秋:~89%

-䝡䞊䝮入射後䛾䝞䝑䜽䜾䝷䜴䞁䝗䜢㝖䛟䛯䜑䚸一定時㛫䝕䞊䝍䜢取䜙
䛺䛔(䝖䝸䜺䞊䜢veto)䚹最大䛾deadtime䛾要因
ї今後䛾削減䛜ㄢ㢟

DAQ efficiency

3.6

2.8
0.6

3.6

deadtime䠄%䠅 2020秋

trouble/calib

run restart

HV on/off

入射veto

-䝡䞊䝮入射信号
-ECL䝞䝑䜽䜾䝷䜴䞁䝗
-䝖䝸䜺䞊veto信号

15ms(䝸䞁䜾1500周!)

Injection Background

top-up beam injection

beam injectionbe
am

 c
ur

re
nt

time

• Top-up beam injection scheme is applied 
during the data-taking. The beam oscillation 
remains for some time (~10 ms), making 
large injection background.

• Injection veto is applied to minimize the 
injection background. If the veto length is 
not sufficient, a trigger burst may occur.
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Tungsten Shields in QCSTungsten shields inside final focus cryostat

STCF workshop 2024

tungsten (15mm t)

tungsten

QC2RP

QC2RE

QC1RP

QC1RE

tungsten 
(20~70mm t)

e+

e-

tungsten(~30mm t)

e+

e-

Hiroyuki Nakayama (KEK)

Major beam loss position 
by Touschek or Beam-gas

Thick tungsten shields can significantly stop 
background showers originated from |s|>65cm.  

50

1m

-1m IP

IP tungsten (15mm t)

+ inside VXD volume

credit: Hiro Nakayama
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• Collimators are used to reduce the beam background.
• 32 collimators (20 for HER, 11 for LER) are installed along the ring. 
• Shall we tighten the collimators for zero background?
‣ TMCI (beam instability) may be casued as ring impedance 

increases, therefore no more increase in bunch current

(Collimator)

● Belle2

●

●

●

● LER/HER 31

●

●

●

(Collimator)

● Belle2

●

●

●

● LER/HER 31

●

●

●
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Collimator System

vertical collimator
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“Non linear collimator” is a vertical-type collimator located in-between 
two skew-sextuple magnets. The non-linear vertical kicks are utilized 
to enlarge theoretical displacement of particles at small βy section.  
→ Relax the TMCI bunch current limit.

Non-linear Collimator

Skew sexts (SNLC)

Non-linear collimator 1

2022/22/Feb. BPAC 11

• Non-linear kick by skew sextupole magnet can make a 
vertical displacement at the collimator.
• It is possible to open the collimator wider.
• It is possible to place the collimator at larger beta-function.
э It is possible to relax TMCI bunch current limit.

• NLC will be constructed at OHO straight section.
• 50 wiggler magnets need to be removed.
• 2 skew sextupole magnets and 5 quadrupole magnets need to be 

installed. 

K. Oide (2021.05.14)
The 7th long-term operation plan meeting

S. Nakamura (2021.08.06)
Nonlinear collimator meeting

a38 m

• New magnet power sources and 
cabling works are required.

• New collimator and beam pipes 
are also required.

• Further development and study 
of NLC scheme is needed.
• Consideration of the effect of the 

removal of some wiggler sections.
• Quantification of its implications 

on beam optics and beam 
dynamics.

Construction site of
non-linear collimator

T. Ishibashi

• New non-linear collimation (NLC) scheme less likely to cause TMCI

Non-linear collimator 1

2022/22/Feb. BPAC 11

• Non-linear kick by skew sextupole magnet can make a 
vertical displacement at the collimator.
• It is possible to open the collimator wider.
• It is possible to place the collimator at larger beta-function.
э It is possible to relax TMCI bunch current limit.

• NLC will be constructed at OHO straight section.
• 50 wiggler magnets need to be removed.
• 2 skew sextupole magnets and 5 quadrupole magnets need to be 

installed. 

K. Oide (2021.05.14)
The 7th long-term operation plan meeting

S. Nakamura (2021.08.06)
Nonlinear collimator meeting

a38 m

• New magnet power sources and 
cabling works are required.

• New collimator and beam pipes 
are also required.

• Further development and study 
of NLC scheme is needed.
• Consideration of the effect of the 

removal of some wiggler sections.
• Quantification of its implications 

on beam optics and beam 
dynamics.

Construction site of
non-linear collimator

T. Ishibashi

• New non-linear collimation (NLC) scheme less likely to cause TMCI
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• If abnormal beam loss is detected by various sensors  
(e.g. PIN diode, diamond), the beam is aborted to protect 
the Belle II detector or the accelerator components.


• The abort request is sent to the abort kicker via central 
control room (CCR). It takes ~20 μs (2 beam turns). 

(Beam Abort)

● Belle2
Belle2

●

● Belle2 (Diamond CLAWS )
●

●

● ∼20µs (2 )

●

(Beam Abort)

● Belle2
Belle2

●

● Belle2 (Diamond CLAWS )
●

●

● ∼20µs (2 )

●

Beam Abort System
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• TOP PMT lifetime  
• To retain QE of MCP-PMT, beam 

background such as beam-gas and 
Touschek needs to be suppressed 
to an acceptable level


• It may limit the luminosity 
performance

• Leakage current in drift chamber 
• The leak current increases as beam 

injection background goes high 

• It may eventually cause HV trip 

• Synchrotron radiation introduces non-
uniform hit pattern in PXD sensor

credit: K. Kojima, K. Inami

> 4 MHz!

> 250 uA

20 June, 2022

PMT QE projection (updated after 2022a)

ͻ Projection after LS1 largely depends on the beam BG rate and run time.
ʹ Note: Still small effect of luminosity BG.

12

large drop may occur after LS1

Belle II Backgrounds
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Beam Instability 
- SBL 
- Beam Diagnostics 
- Advanced Abort System
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The stored beam is lost within just a few turns due to 
unknown causes. This occassionally leads to a QCS 
quench, potentially damaging a collimator head or the 
Belle II detector.  
→ Significant limitation for machine operation

Sudden Beam Loss (SBL)

advanced subsystems, including the Vertex Detector
(VXD), which consists of the innermost Pixel Detec-
tor (PXD) and the surrounding Silicon Vertex Detector
(SVD), the Central Drift Chamber (CDC), the Time-
Of-Propagation (TOP) detector, the Aerogel Ring Imag-
ing Cherenkov (ARICH) detector, the Electromagnetic
Calorimeter (ECL), and the KLong and Muon detector
(KLM). These subsystems enable the Belle II detector
to provide precise measurements of particle trajectories
and decay vertices, which are essential for studying rare
decays and CP violation.

Currently, we are focused on collecting physics data
while simultaneously working to improve the luminos-
ity performance of SuperKEKB and maintaining the
Belle II detector. In June 2020, SuperKEKB surpassed
the instantaneous luminosity record of KEKB, o�cially
becoming a leading luminosity frontier machine. How-
ever, simultaneously, mysterious beam losses began to
be observed. This beam loss, referred to as Sudden
Beam Loss (SBL), is troublesome because it causes the
beam to lose most of its particles within a few beam-
cycles, scattering a large amount of radiation within
the ring, as shown in Figure 1. The figure shows the
bunch current measured by the Bunch Current Monitor
(BCM) [9].

Figure 1: An example of an SBL event. The figure shows the bunch
current (upper) and the change in bunch current from the previous
beam-cycle (i.e., beam loss) (lower) for the seven beam-cycles before
the beam abort. It is evident that the beam was lost over three beam-
cycles before the abort. The post-abort beam loss indicates the amount
of beam dumped due to the abort itself.

This SBL phenomenon has caused damage to accel-
erator and detector equipment, such as the pixel detector
in the innermost layers of the Belle II detector and beam
collimators. Since the radiation dose is proportional to
the beam current, we have had to be cautious about in-
creasing the current, which has hindered the improve-
ment of luminosity.

By 2021, it became commonly recognized that this
beam loss was not a transient issue but had some funda-
mental cause behind it, making it an unavoidable prob-
lem when increasing luminosity. Since then, we have
started developing an advanced beam diagnostic system
to localize the start of the beam loss, as well as enhanc-
ing the beam abort system to mitigate its e↵ects. Al-

though we are still striving to elucidate the cause of the
SBL phenomenon, this article introduces some of the re-
search e↵orts detailed in the sections on our beam diag-
nostic system and beam abort system upgrades, aimed
at finding clues to address this issue.

2. Overview of Key Accelerator Subsystems

Before detailing the beam diagnostic system and
beam abort system enhancements, which are central to
addressing the SBL issue, we will briefly introduce the
accelerator subsystems that are crucial to this study, par-
ticularly the collimator system and the beam abort sys-
tem.

2.1. Collimators

Beam particles deviating from the normal trajectory
due to scattering with residual gas in the ring [10], in-
teractions with particles within the bunch (Touschek ef-
fect [11]), beam injection oscillations, etc., eventually
collide with the beam pipe and form secondary particle
showers. These are observed as beam background [12]
in the Belle II detector. Each subsystem defines accept-
able background levels, and shifters and experts care-
fully monitor the background during operation. High
background levels increase trigger rates, destabilize the
data acquisition (DAQ) system, and degrade the quality
of physics data.

Here, collimators [13] come into play. SuperKEKB’s
ring is equipped with movable collimators, which are
one of the accelerator components (see Figure 3). The
tungsten head 1 attached to the movable part on the vac-
uum side is brought close to the beam orbit to scrape
o↵ as many deviated beam particles as possible before
they reach the Belle II detector. Collimators are also es-
sential for protecting the QCS from quenching. There
are 31 horizontal and vertical collimators installed up-
stream of the collision points in both the electron ring
(HER) and positron ring (LER), as shown in Figure 2.

Those used since the KEKB era are cantilevered col-
limators with heads on the top or bottom (inside or
outside for horizontal collimators), but those newly in-
stalled for SuperKEKB are equipped with twin movable
jaws, with independently operable jaws at the top and
bottom. The apertures of each collimator are critical
machine tuning parameters and must always be adjusted

1In addition to tungsten, other metals such as tantalum and tita-
nium, as well as carbon, are also used for collimator heads. The length
and material of the head in the beam direction are selected according
to the collimator position.

2

Figure 2: Locations of the collimators in the SuperKEKB Main Ring.
The diagram indicates the positions of horizontal and vertical colli-
mators in both the High Energy Ring (HER) and Low Energy Ring
(LER). The D05V1 collimator was relocated in 2023 and now in-
cludes the Nonlinear Collimator (NLC), is highlighted. This setup
plays a crucial role in managing beam loss and minimizing back-
ground at the Belle II detector and protecting the QCS final focus
system.

Those used since the KEKB era are cantilevered col-
limators with heads on the top or bottom (inside or
outside for horizontal collimators), but those newly in-
stalled for SuperKEKB [13] are equipped with twin
movable jaws, with independently operable jaws at the
top and bottom. The apertures of each collimator are
critical machine tuning parameters and must always be
adjusted to optimal conditions. During operation, the
apertures of each collimator are set to about 1 cm at the
widest points and about 1 mm at the narrowest points,
controlled with a precision of 50 µm.

Adjustments are frequently made amidst constantly
changing operational conditions. Opening the colli-
mators too much increases background levels, while
closing them too much disrupts beam injection and in-
creases the frequency of beam aborts.

When a collimator is damaged by an SBL event (see
Figure 4), the aperture has to be widened, making back-
ground control difficult. Although other collimators can
be used as substitutes, if key collimators close to the
Belle II detector, particularly vertical collimators, are
damaged, there are no replacements. Depending on the
extent of the damage, collimator heads may need to be
replaced. This requires breaking the local vacuum, and

Figure 3: SuperKEKB-type vertical collimator. The movable parts
(Jaws) on the vacuum side can move independently up and down.

while a full vacuum bakeout is no longer performed in-
side the tunnel, the reactivation of the NEG pumps is
necessary. Restoring the ultra-high vacuum state typi-
cally takes about a day. Additionally, if the collimator
is near the IR, beam backgrounds around the Belle II
detector temporarily increase due to collisions between
residual gas and the beam. If a major collimator near
the main ring injection point is damaged, the high ra-
diation levels prevent immediate replacement. Waiting
for radiation levels to decrease takes over a month, mak-
ing replacement during the limited operation period im-
practical 2. Therefore, understanding the mechanism of
the SBL phenomenon is essential to operate collimators
without damage.

Figure 4: State of a damaged collimator head made of tantalum.
Scratches can be seen along the beam axis direction [6].

2In a past incident involving damage to D06V1, high radiation lev-
els required waiting for approximately one month after machine oper-
ation ended before the replacement could be safely conducted.

3
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1. Fast LM system for beam diagnosis
‣Can we pinpoint the location of the initial beam loss? Adding more 

loss monitors might provide insights into the SBL mechanism 

2. Advanced beam abort system
‣ To protect hardware and the detector from SBL, we must improve 

the speed of the beam abort system, reducing the radiation dose 
lost in the ring

Main Objectives

Belle II and SuperKEKB have focused their joint efforts 
since 2021 on the following.
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•At the end of 2021b, a CsI (pure) + PMT was installed at 
D02V1, where it successfully detected a significant beam loss

October 14 2021 Keisuke Yoshihara 4

Team

CsI+PMT

D02V1 CsI signal

abort signal

22 μs

•A new beam diagnosis system (loss monitors + time sync 
system), has been developed to accurately pinpoint the 
location of beam losses with an accuracy of 20 m (~100 ns)

Enhancing Detection Capabilities for SBL
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•15 loss monitors (CsI+PMT, EMT) have 
been installed around collimator locations 
(i.e. smallest aperture in the ring) since the 
summer of 2021. 

•White Rabbit (WR) time synchronization 
system, developed by CERN, has been 
employed.

Motivation
-EMT delivered 11th Oct. Assembly and signal check is done.
-PMT (R9980U-110) based but aluminum used for Photoelectric surface.
R&D has been done by T2K for muon beam monitor.

EMT EMT + divider circuit

CsI+PMT EMT

high radiation tolerance sensor 

Figure 7: Setup of the EMT test using the 4 GeV electron beam at the
newly established test beam line at KEK PF-AR facility.

ciency implies that for a bunch current of 0.5 mA with
an acceptance of 0.1%, the system can detect the loss of
a single bunch.

3.2. System Configuration

During machine operation, the entire tunnel experi-
ences high radiation levels, especially the upstream part
of the ring near the beam injection point, due to signif-
icant beam loss associated with the injection process.
Therefore, EMTs, which possess high radiation toler-
ance, were installed in the upstream section near the
injection point, while CsI+PMTs were installed down-
stream near the Belle II detector. Due to the potential
lack of radiation tolerance of the data acquisition sys-
tem, it was placed in the nearest power station, with
long signal and power cables, approximately 100-300 m
in length, running through the tunnel. To date, 15 loss
monitors have been installed primarily around the key
collimators in both the LER and HER rings, as shown
in Figure 8 and detailed in Table 1.

Table 1: Locations of Installed Loss Monitors (LM)

LM Type Ring Position
EMT LER D06H3, D06H4,

Injection Point
CsI+PMT LER D06V1, D06V2,

D05V1, D02V1
EMT HER D09H2, D09V1,

D09V3, Injection Point
CsI+PMT HER D12V1, D12V2,

D12V3, D01V1

3.3. Time Synchronization System

To compare the relative time di↵erences between
loss monitors, we adopted the White Rabbit (WR)
high-precision time synchronization system [25]. WR

Figure 8: Green circle indicates the loss monitors installed during
Long Shutdown 1 (LS1), and maroon circle shows those installed be-
fore the LS1 period. The 15 locations (7 in LER and 8 in HER) cover
the entire ring, enabling precise identification of beam loss points.

achieves sub-nanosecond time synchronization by syn-
chronizing the internal clocks (e.g., CPU time) of dif-
ferent WR nodes connected via optical cables 4 in three
stages: sub-microsecond time synchronization via the
Precision Time Protocol (PTP), internal clock synchro-
nization via Synchronous Ethernet (Sync-E), and iden-
tifying and correcting phase di↵erences between syn-
chronized clocks via digital dual mixer time di↵erence.
Originally developed primarily by CERN, the WR stan-
dard is fully open-source on the Open Hardware Repos-
itory (OHR), and its implementation is progressing in
various physical experiments. WR nodes are catego-
rized as either Master or Slave and are connected by
single-mode optical fibers, allowing for the sharing of
timestamps between nodes. Although the nodes can be
connected with optical fibers up to 80 km in length,
boundary modules facilitate daisy-chain connections,
enabling time synchronization between nodes at even
more distant locations, as depicted in Figure 9. This
system is ideal for timing control in large accelerator
facilities, including SuperKEKB. The WR-TDC 5 we
utilize operates with a 125 MHz clock, achieving a time
resolution of 8 ns, which su�ciently meets our preci-
sion requirements.

4Direct attach cables connected to SFPs are also acceptable.
5WR can also be used as a TDC or ADC, depending on the FMC

card installed.

6
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facilities, including SuperKEKB. The WR-TDC 5 we
utilize operates with a 125 MHz clock, achieving a time
resolution of 8 ns, which su�ciently meets our preci-
sion requirements.

Figure 9: Conceptual diagram of the WR system.

3.4. Data Acquisition System

In addition to WR-TDC, we use a USB oscilloscope
(Picoscope 3403D) to acquire data from the loss mon-
itors. The oscilloscope captures waveform data 1 ms
before and after the abort signal (corresponding to ap-
proximately 100 beam-cycles before and after), allow-
ing time-series analysis of beam losses. As shown in
Figure 10, loss monitor signals are split into two at the
nearest power station, with one path connected to the
oscilloscope and the other to the WR-TDC.

Figure 10: Schematic of the loss monitor data acquisition system.

The loss monitors can observe not only SBL events
but also injection losses arising from the horizontal
beam oscillations during the beam injection. Therefore,
the signal line on the WR side is further split to ob-
tain data for beam injection studies, in addition to SBL
events. For SBL-targeted signals, the threshold is set
to the minimum, and an injection veto is applied to the
WR-TDC until the injection oscillations settle.

5WR can also be used as a TDC or ADC, depending on the FMC
card installed.

4. Beam Loss Analysis

4.1. Timing Calibration for SBL Analysis

To accurately analyze beam losses and SBL events,
precise timing calibration of the detection system is cru-
cial. The WR system provides accurate time synchro-
nization by sharing timestamps between nodes, elimi-
nating the need for special corrections. The WR-TDC
and Picoscope timing were further calibrated using ca-
ble length corrections. The cable lengths were measured
using a spectrum analyzer by observing the signal re-
flection peaks at connector positions.

For SBL analysis, the beam abort signal is used as
the time reference. The master WR node, located in
the central control building (CCB), is directly connected
to the abort module and thus inherently knows the ex-
act time the abort signal is issued. However, for the
Picoscope, corrections are necessary to account for the
time delay of the abort signal reaching each power sta-
tion where the loss monitor DAQ systems are installed.
This ensures accurate determination of which loss mon-
itor first detected the beam loss by comparing the times-
tamps from the di↵erent monitors.

4.2. Injection Analysis

As the beam is further squeezed in the future, it be-
comes essential to maintain or even improve the beam
injection performance to accumulate beam current and
enhance luminosity. This is particularly critical in HER,
which has lower injection e�ciency compared to LER.
The high-speed loss monitors play a vital role in achiev-
ing this objective by providing real-time data that helps
in optimizing beam injection performance. Addition-
ally, the loss rate is displayed live in the accelerator con-
trol room, assisting in diagnosing issues with the colli-
mators.

We analyzed the beam losses occurring during beam
injection. Figure 11 illustrates the correlation between
the beam loss rate observed by the high-speed loss mon-
itor installed near one of the HER collimators and the in-
jection e�ciency of HER under constant beam current
conditions. The data shows that the loss rate increases
as the injection e�ciency decreases. This correlation is
continuously monitored across all loss monitors, aiding
in the tuning of injection parameters.

4.3. SBL Analysis

4.3.1. Pre-LS1 (2022 Analysis)
We analyzed the SBL events observed during the

2022 operation. Although SBL events occur in both
LER and HER, they are more frequent in LER, so the

7
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SBL Analysis

•The analysis primarily focused on LER. The losses were 
often detected at D06V1 and D06V2 (or D05V1 in 2024).  

•High QCS quench probablitiy was linked to first losses 
detected at D02V1. 

•SBL events found to be highly correlated with pressure 
bursts in certain sections (D04 and D10) in 2024. 

LER: first loss & pressure burst location
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2024ab

2024ab

LER: first loss & pressure burst location
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SBL Locations

4.2. Injection Analysis

It is essential to maintain or improve beam injection
performance as we aim for higher luminosity. Higher
beam currents require increased beam injection, and
more frequent injections are necessary when the beam
is squeezed due to its shorter lifetime. This is particu-
larly critical in HER, where injection efficiency is lower
compared to LER. The high-speed loss monitors play a
vital role in achieving this objective by providing real-
time data that helps in optimizing beam injection per-
formance. Additionally, the loss rate is displayed live
in the accelerator control room, assisting in diagnosing
issues with the collimators.

We analyzed the beam losses occurring during beam
injection. Figure 11 illustrates the correlation between
the beam loss rate observed by the high-speed loss mon-
itor installed near one of the HER collimators and the in-
jection efficiency of HER under constant beam current
conditions. The data shows that the loss rate increases
as the injection efficiency decreases. This correlation is
continuously monitored across all loss monitors, aiding
in the tuning of injection parameters.

Figure 11: Correlation between beam loss rate (green) observed by
the high-speed loss monitors near the D12V3 collimator in HER and
the injection efficiency (orange) of HER when the current (blue) in
HER was 760 mA.

4.3. SBL Analysis

4.3.1. Pre-LS1 (2022 Analysis)
We analyzed the SBL events observed during the

2022 operation. Although SBL events occur in both
LER and HER, they are more frequent in LER, so the
analysis focused on SBL events in LER. Using the
beam abort signal timing 6 as a reference, we investi-
gated which loss monitor first detected the beam loss.
It was found that beam losses were often first detected

6This is the timing when the abort trigger module in the CCB re-
ceives an abort request from the abort sensor and issues an abort sig-
nal.

at D06V1 or D06V2, located upstream in the ring and
closer to the injection point than the collision point, as
shown in Figure 12.

Figure 12: Summary of SBL events during the 2022 machine opera-
tion (upper figure) and the positional relationship between key colli-
mators in LER (square marks) and the accelerator ring. The yellow
mark, placed between D06V1 and D06V2, highlights a general trend
where initial beam losses are often detected. Note: The optical cable
path shown running along the inner side of the ring and the electrical
cable path shown running along the outer side of the ring are for illus-
tration purposes only; in reality, both pass through the tunnel (lower
figure).

It was also found that when the first loss was detected
at D02V1, which is close to the Belle II detector, the
probability of a QCS quench was high. It is conceiv-
able that the beam trajectory was disturbed upstream of
D06V1, resulting in beam loss near the D06V1 colli-
mator, and the generated shower was observed by the
loss monitor. The increased number of SBL events at
D06V2 was likely due to damage to D06V1 during ma-
chine operation, leading to the widening of the collima-
tor aperture and thus increasing the number of events

8
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SBL Investigation (After Summer 2024)

•Upon opening the beam pipe in the D10 L02/L03 
sections, black stains were discovered. 

•These stains were identified as burnt silicon, most 
likely originating from the degradation of vacuum 
sealants (VACSEAL).

•After cleaning the affected pipes 
(D10 L02/L03), SBLs were 
completely eliminated in that section.  

• However SBLs continue to occur 
in the D04 section, necessitating 
further clearning/monitoring.
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Advanced Beam Abort System 

losses in the ring by about 20% in the example shown in
Figure 1. For some SBL events, even greater improve-
ments can be expected. Based on this promising result,
we decided to install additional CLAWS in the upstream
regions of the ring, specifically around the vertical col-
limators in the D05 and D06 areas.

Furthermore, as shown in Figure 17, if the abort re-
quest signal can be sent directly from the D06 power
station to the D07 power station where the abort kicker
pulse power supply is located, bypassing the CCB, even
greater improvements can be expected. Additionally, re-
placing optical fiber communication with laser commu-
nication for signal transmission between power stations
would enable further speedups. Currently, we are work-
ing on expanding the abort modules to the D07 power
station and developing laser transport R&D with this
ambitious goal in mind.

Figure 17: Ideas for abort speedup. The arrows indicate the current
path of abort requests from CLAWS (1), the path if the abort request
could be issued from D06 (2), and the path bypassing CCB (3). The
yellow mark indicates the location of the first beam loss. Note: The
optical cable path is shown running along the inner side of the ring for
illustration purposes; in reality, it passes through the tunnel.

6.1. Additional CLAWS Installation at D05

After careful consideration of factors such as re-
ducing cable lengths and the strategy to utilize the
newly constructed NLC collimator at D05 more actively
for background reduction while minimizing collimator
damage risks after LS1, this collimator was selected
as the first location for the additional CLAWS installa-
tion. Consequently, four CLAWS sensors were installed
around the D05V1 collimator as shown in Figure 18.

One sensor was positioned upstream of the collimator,
while the remaining three were placed downstream.

Figure 18: D05 vertical collimator and CLAWS sensors. The vertical
collimator is highlighted with the large red circle. It is called a Non-
linear Collimator. The position of the CLAWS sensors is highlighted
with the small circles.

During the operations in early 2024, the commission-
ing of the new CLAWS sensors was conducted. Fig-
ure 19 illustrates a typical signal during a beam abort.

Sensors #1 (upstream) and #4 (most downstream)
generally observed larger beam losses. In the case of
SBL events, the beam loss around this collimator was
significant, causing saturation in all CLAWS sensors.
Sensor #2 was selected as the abort sensor to ensure a
broad threshold range for the abort request condition.
Initially, the abort request threshold was set to 35 mV,
which was later increased to 100 mV by the end of the
2024 spring run period.

In addition to the threshold, the signal pulse width
(duration) was incorporated into the abort request con-
dition to e↵ectively distinguish SBLs from other beam
losses or noise. Commissioning results indicated that
significant beam losses during SBL events last more
than 1 µs. The abort request signal is triggered when
the beam loss waveform exceeds a duration of 180 ns.
An injection veto was also incorporated into the abort
request logic of the CLAWS at D05. The launch of the
abort request signal is vetoed for 1 ms after injection.
This condition was optimized during the 2024 spring
operation.

An integration study of CLAWS into the abort sys-
tem was conducted using the above abort request condi-
tions by providing pseudo-abort requests with the new
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In 2022, most SBL events triggered 
abort requests from CLAWS (IR).  
The timing of these aborts can be 
improved by: 

 1. Optimizing sensor placement

 2. Reducing transmission path 
length (bypassing CCB)
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0.6 In 2022, we demonstrated that 
optimizing sensor placement at 
D06V1 allowed the abort signal to 
be issued 1-2 abort gaps earlier.
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Additional Sensor installationlosses in the ring by about 20% in the example shown in
Figure 1. For some SBL events, even greater improve-
ments can be expected. Based on this promising result,
we decided to install additional CLAWS in the upstream
regions of the ring, specifically around the vertical col-
limators in the D05 and D06 areas.

Furthermore, as shown in Figure 17, if the abort re-
quest signal can be sent directly from the D06 power
station to the D07 power station where the abort kicker
pulse power supply is located, bypassing the CCB, even
greater improvements can be expected. Additionally, re-
placing optical fiber communication with laser commu-
nication for signal transmission between power stations
would enable further speedups. Currently, we are work-
ing on expanding the abort modules to the D07 power
station and developing laser transport R&D with this
ambitious goal in mind.

Figure 17: Ideas for abort speedup. The arrows indicate the current
path of abort requests from CLAWS (1), the path if the abort request
could be issued from D06 (2), and the path bypassing CCB (3). The
yellow mark indicates the location of the first beam loss. Note: The
optical cable path is shown running along the inner side of the ring for
illustration purposes; in reality, it passes through the tunnel.

6.1. Additional CLAWS Installation at D05

After careful consideration of factors such as re-
ducing cable lengths and the strategy to utilize the
newly constructed NLC collimator at D05 more actively
for background reduction while minimizing collimator
damage risks after LS1, this collimator was selected
as the first location for the additional CLAWS installa-
tion. Consequently, four CLAWS sensors were installed
around the D05V1 collimator as shown in Figure 18.

One sensor was positioned upstream of the collimator,
while the remaining three were placed downstream.

Figure 18: D05 vertical collimator and CLAWS sensors. The vertical
collimator is highlighted with the large red circle. It is called a Non-
linear Collimator. The position of the CLAWS sensors is highlighted
with the small circles.

During the operations in early 2024, the commission-
ing of the new CLAWS sensors was conducted. Fig-
ure 19 illustrates a typical signal during a beam abort.

Sensors #1 (upstream) and #4 (most downstream)
generally observed larger beam losses. In the case of
SBL events, the beam loss around this collimator was
significant, causing saturation in all CLAWS sensors.
Sensor #2 was selected as the abort sensor to ensure a
broad threshold range for the abort request condition.
Initially, the abort request threshold was set to 35 mV,
which was later increased to 100 mV by the end of the
2024 spring run period.

In addition to the threshold, the signal pulse width
(duration) was incorporated into the abort request con-
dition to e↵ectively distinguish SBLs from other beam
losses or noise. Commissioning results indicated that
significant beam losses during SBL events last more
than 1 µs. The abort request signal is triggered when
the beam loss waveform exceeds a duration of 180 ns.
An injection veto was also incorporated into the abort
request logic of the CLAWS at D05. The launch of the
abort request signal is vetoed for 1 ms after injection.
This condition was optimized during the 2024 spring
operation.

An integration study of CLAWS into the abort sys-
tem was conducted using the above abort request condi-
tions by providing pseudo-abort requests with the new
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• An additional CLAWS sensor was installed at 
D05V1, where the NLC was placed during LS1. 

• 148 out of 168 SBL events in 2024 (by summer) 
were triggered by the D05V1 CLAWS sensor. 

• Another CLAWS was installed at D06V1 after 
summer.

CLAWS sensor

増設によって得られたアボートの高速化の評価

2024/03/29→07/01の運転で起きた 168
回のアボート中 148回は新設システム
が最も早く応答した

2番目に応答した検出器との時差 ∆tは
5 → 10µs (ビームの半周 →一周) に及ぶ

→ アボートの高速化によって加速器機器
または測定器損傷のリスクを抑えるこ
とができ、これは SuperKEKB・Belle II
の運用において重要な成果である

この結果を受けてさらなる増設が求め
られた

Bela Urbschat (名大理) SKBビームアボート高速化とビームロス検出器改良 FPWS 2024 6 / 11
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Expansion of Abort Module

Figure 19: Signals from the CLAWS sensors installed around the
D05V1 collimator during a beam abort event. Sensor #1 positioned
upstream of the collimator and sensors #2, #3, and #4 located down-
stream. The magnitude of the signals reflects the beam loss detected
at each sensor, with Sensor #4 (the most downstream sensor) gener-
ally recording the largest losses.

CLAWS abort sensor and comparing its response time
with that of the operational abort trigger system. Most
of the time, the pseudo-abort request was faster than
the operational abort trigger, depending on which sensor
first launched the abort request. The test results clearly
demonstrated the e↵ectiveness of the new CLAWS sen-
sor. During this commissioning period, only once did
the pseudo-abort request launch alone, which could be
considered an unnecessary abort request. However,
given its very low frequency of once a week, it was
deemed acceptable for beam operation and commission-
ing. After confirming the feasibility of the new CLAWS
sensor, it was integrated as the abort sensor in the Su-
perKEKB LER by the end of March 2024.

Following the installation of the D05V1 CLAWS, a
total of 168 SBL events were recorded in the LER dur-
ing the 2024 spring operation 8. In 148 of these in-
stances, the D05V1 CLAWS generated the fastest abort
request signal. Preliminary analyses suggest that the
CLAWS abort request was issued 5-10 µs earlier than
the second-fastest abort source. This improvement is
anticipated to significantly mitigate beam loss and re-
duce potential damage to the IR components. Given the

8The 168 SBL events include those that occurred during the
physics run, when the Belle II DAQ was operational, as well as during
machine studies.

successful performance of the D05V1 CLAWS, the de-
cision has been made to install additional CLAWS units
around the D06V1 collimator during the 2024 summer
shutdown.

6.2. Expansion of Abort Modules
To further speed up the abort response by optimizing

the abort request signal path, the second master mod-
ule of the abort trigger system was installed at the D07
power station during LS1. A direct optical line now con-
nects D05 to D07, where the abort kicker power supply
is located. With the master module installed at D07,
it is possible to issue abort requests through this signal
line without routing through the CCB. This modifica-
tion changes the path from (2) to (3) in Figure 17. In
this configuration, the response time of the abort sys-
tem is expected to be shortened by 1.4 µs for D05 and
1.9 µs for D06, respectively. In practice, the operation
timing of the abort kicker magnet is synchronized with
the abort gap and quantized at 5 µs intervals, so there is
a 15% (D05) and 20% (D06) chance that the beam abort
will be executed 5 µs faster.

Figure 20 shows the second abort trigger system.
This system is equipped with the same functions as the
master module and abort kicker magnet trigger circuit
currently installed in the CCB. The master module is
a device that aggregates abort request signals from the
slave modules at each power station and outputs trig-
ger signals to the abort kicker magnet trigger circuit.
The master module uses the VME-type platform cir-
cuit board. The abort request signals input to the sec-
ond master module are issued by the slave module (2ch
abort optical output circuits [32]) installed at the D05
power station, and it is connected to the newly installed
CLAWS sensors.

Figure 20: Second abort master module and abort kicker magnet trig-
ger circuit. The abort master module is inserted in the top slot of the
VME subrack, and the Event Timing System module is on the bottom.

The abort kicker magnet trigger signal is derived from
a doubled signal of the accelerator’s beam-cycle sig-
nal, which corresponds to one beam-cycle period, and

12• A secondary abort trigger system was installed at D07 to bypass the 
CCB (i.e. Path ③) 

• This setup offers a 15% (D05) or 20% (D06) chance that the beam abort 
will be executed 1 abort gap (5 μs) earlier.

losses in the ring by about 20% in the example shown in
Figure 1. For some SBL events, even greater improve-
ments can be expected. Based on this promising result,
we decided to install additional CLAWS in the upstream
regions of the ring, specifically around the vertical col-
limators in the D05 and D06 areas.

Furthermore, as shown in Figure 17, if the abort re-
quest signal can be sent directly from the D06 power
station to the D07 power station where the abort kicker
pulse power supply is located, bypassing the CCB, even
greater improvements can be expected. Additionally, re-
placing optical fiber communication with laser commu-
nication for signal transmission between power stations
would enable further speedups. Currently, we are work-
ing on expanding the abort modules to the D07 power
station and developing laser transport R&D with this
ambitious goal in mind.

Figure 17: Ideas for abort speedup. The arrows indicate the current
path of abort requests from CLAWS (1), the path if the abort request
could be issued from D06 (2), and the path bypassing CCB (3). The
yellow mark indicates the location of the first beam loss. Note: The
optical cable path is shown running along the inner side of the ring for
illustration purposes; in reality, it passes through the tunnel.

6.1. Additional CLAWS Installation at D05

After careful consideration of factors such as re-
ducing cable lengths and the strategy to utilize the
newly constructed NLC collimator at D05 more actively
for background reduction while minimizing collimator
damage risks after LS1, this collimator was selected
as the first location for the additional CLAWS installa-
tion. Consequently, four CLAWS sensors were installed
around the D05V1 collimator as shown in Figure 18.

One sensor was positioned upstream of the collimator,
while the remaining three were placed downstream.

Figure 18: D05 vertical collimator and CLAWS sensors. The vertical
collimator is highlighted with the large red circle. It is called a Non-
linear Collimator. The position of the CLAWS sensors is highlighted
with the small circles.

During the operations in early 2024, the commission-
ing of the new CLAWS sensors was conducted. Fig-
ure 19 illustrates a typical signal during a beam abort.

Sensors #1 (upstream) and #4 (most downstream)
generally observed larger beam losses. In the case of
SBL events, the beam loss around this collimator was
significant, causing saturation in all CLAWS sensors.
Sensor #2 was selected as the abort sensor to ensure a
broad threshold range for the abort request condition.
Initially, the abort request threshold was set to 35 mV,
which was later increased to 100 mV by the end of the
2024 spring run period.

In addition to the threshold, the signal pulse width
(duration) was incorporated into the abort request con-
dition to e↵ectively distinguish SBLs from other beam
losses or noise. Commissioning results indicated that
significant beam losses during SBL events last more
than 1 µs. The abort request signal is triggered when
the beam loss waveform exceeds a duration of 180 ns.
An injection veto was also incorporated into the abort
request logic of the CLAWS at D05. The launch of the
abort request signal is vetoed for 1 ms after injection.
This condition was optimized during the 2024 spring
operation.

An integration study of CLAWS into the abort sys-
tem was conducted using the above abort request condi-
tions by providing pseudo-abort requests with the new
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Second abort master module and abort 
kicker magnet trigger circuit at D07.
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Laser Abort System

• We consider directional lasers for transmitting abort 
requests, which can transfer signals 1.5 times faster in 
air (refractive index 1.5 → 1.0) 

• Transported laser was focused into the fiber with more 
than 90% efficiency.

is delayed in synchronization with the abort gap. The
Event Timing System module, newly installed at the
D07 power station, functions as the output circuit for the
turn signal, with one of its output terminals designated
as the abort kicker magnet trigger. The abort request
signal from the test master module is fed into the IN-
HIBIT input terminal of the Event Timing System mod-
ule, enabling precise control of the kicker trigger output.

This setup allows us to verify the speedup of the
abort response by combining “early detection of SBL
in D05” and “shortening the abort request signal path.”
The verification test of this system commenced with
the 2024 operation of SuperKEKB. Measurements were
conducted over three days using the CLAWS installed
at D05V1. For 14 abort events where the CLAWS at
D05V1 issued the abort signal, it was confirmed in two
cases that the beam abort was executed 5 µs faster when
bypassing the CCB compared to when it was routed
through it. This result validates the expected improve-
ment in response time. Additionally, the abort system
is expected to serve as a test environment for the laser
abort system development described in the next section.

As a further improvement, plans are being developed
to bypass the D05 power station and directly connect
the CLAWS signal to the abort master module at D07.
This adjustment will reduce the signal transmission path
to 700 m and the corresponding signal transfer time to
3.5 µs. For comparison, the signal transfer time from
the D05 power station to the D07 power station via the
CCB is 6.1 µs 9. This modification is expected to reduce
the response time by at least 2.6 µs.

The situation is expected to improve further with the
planned installation of CLAWS near the D06V1 col-
limator in summer 2024. The signal transfer time to
the D07 power station will be reduced to 1.5 µs. Ad-
ditionally, D06V1 is located approximately 400 m up-
stream of D05V1, which enhances the early detection
of SBL events. While signal attenuation over this dis-
tance was initially a concern, tests have shown that the
signal retains 10% of its original amplitude after trans-
ferring 700 m through the CLAWS cable. This level of
attenuation is considered acceptable, given the substan-
tial beam loss signal associated with SBL events.

6.3. Laser Abort System
Studies have been conducted to explore the use of

lasers as a new transfer technology for abort request sig-
nals. In the current system, the abort request signal is

9The CLAWS installed at D05V1 is approximately 100 m away
from the D05 power station. The signal transfer time within this 100 m
distance is ignored in this estimation.

transmitted using light with a wavelength of 820 nm.
The master-slave modules of the abort trigger system
operate on a negative logic specification: they con-
stantly transmit light during normal operation (no ab-
normalities), and the cessation of this light transmission
is interpreted as an abort request signal. This simple
yet robust technology has inspired further research into
laser-based transmission methods.

Using a highly directional laser instead of optical
fiber to transmit the light signal allows for faster trans-
mission due to the lower refractive index of air. Light
can travel 1.5 times faster in air (refractive index of
about 1) than in quartz, which is commonly used in op-
tical fibers (refractive index of about 1.5). The trans-
mission time di↵erence between using optical fiber and
laser to send light from the D05 and D06 areas of the
accelerator tunnel to the D07 area is about 0.7 µs and
0.9 µs, respectively. This research also looks ahead to
next-generation collider experiments, which may fea-
ture even longer beamlines than SuperKEKB, making
reduced transmission time even more beneficial. Fig-
ure 21 shows a conceptual diagram of the laser abort
request signal system. The signal from abort sensors,
such as CLAWS, is used to control the power supply of
a diode laser, enabling the laser to be toggled ON and
OFF. The transmitted laser light is then focused into an
optical fiber using a focusing lens positioned near the
abort master module, where it is subsequently inputted
into the module.

Figure 21: Setup for the laser-based abort signal transmission sys-
tem. The system includes a semiconductor laser with a wavelength
of 532 nm and an intensity of 910µW. The laser signal is controlled
by an abort sensor and transmitted through the air over a few hun-
dred meters. Optical axis adjustment mirrors ensure the beam remains
aligned, and the laser light is finally focused into an optical fiber using
a focusing lens before being input into the abort master module.

A class II green laser with a wavelength of 532 nm
was selected as the signal source for several key reasons.
Firstly, the abort trigger module is highly responsive to
light in the green wavelength range. Secondly, success-
ful operation of the abort master module, with a laser
input power of 30 µW, has been demonstrated through
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> 30 µW 
required
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Future Direction: Bunch Oscillation Recorder (BOR)2. SBL investigation:
Sensors to find the origin of SBL events

• Loss Monitors 
• Equipped with fast readout and provide chronological order of beam loss along the ring
• Many LMs have been installed before LS1

• BORs 
• Can observe earlier stage of beam orbit deviation, prior to the beam loss 
• Multiple LER BORs are installed from 2024, making timing/phase analysis possible
• This provides new and unique insights into understanding the origin of SBL

• Fast beam size monitors are also important to detect possible beam size blowup just 
before the abort

Loss Monitors

BORs 
(Bunch Oscillation Recorders)

Beam loss

Shower 
generationWe need to identify the origin 

of SBL within the ring

Beam orbit deviation

Or, beam size blowup, rather than oscillation of beam 
center-of mas position, is causing beam loss? 
➔ Fast beam size monitor is important to check it out

6

• BOR can measure beam oscillations on a bunch-by-bunch 
basis, allowing precise analysis of beam’s central position. 

• Beam oscillations often begin a few beam-cycles before 
losses are detected. A multi-BOR system can identify the 
ring section where the SBL originates. 

• By placing BORs at different betatron phases (e.g., 90-degree 
phase difference), the betatron phase at which an SBL is 
introduced can be estimated.
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Future Direction: Visible Light Monitor System (SRM)

• Visible Light Monitor System measures the beam size every 2 
turns (limited by light exposure and processing time), 
complementing BOR. 

• Vertical beam size blow-up is often observed during SBL 
events, occuring many turns earlier than when oscillations 
become visible in the BOR system.

Ultra fast CMOS camera

Gregorian telescope

Visible light entrance

Vertical stage
(position feedback)
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Future Direction: X-Ray Radiation Monitor (XRM)

• XRM can also measure vertical beam size, enabling single-shot, 
bunch-by-bunch measurements. 

• The XRM silicon sensor (depletion length of 75 μm) has 128 
channels and features a fast sampling (2.7 Gsps). Ideal for fast 
beam diagnositcs.

→

→
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Beam Injection
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Beam Injection

• In 2022, only ~66% of SuperKEKB operation time was used 
for physics due to frequent beam tuning. 

• The more beam is squeezed, the shorter its lifetime becomes. 
Therefore, achieving high-quality beam injection is essential 
for maintaining or increasing the beam current in future 
operations. 

- High injection efficiency 
- Low injection background (especially critical for CDC) 
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LINAC TuningComponents used in the Linac study

2024/01/10 ML at HEP 2024 Shinnosuke Kato

Linac

Pulse steering magnets
(Adjust beam trajectory)

Beam position monitor
(Measure the beam charge)Tungsten Target

(Generate 𝒆+ beam)

Thermionic electron gun
(Generate 𝒆− beam for 𝒆+ beam)

6/15

• Positron beam optimization using 6 steering magnet currents. 
• Evaluation based on beam charge measured by Beam Position 

Monitors (BPM) 
• Bayesian Optimization (BoTorch) iteratively maximizes positron yield.
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Beam Injection TuningInjection tuning at SuperKEKB

2024/12/16 AHIPS-2024   Shinnosuke Kato

Bayesian optimization (next page) with the following parameters
Ø Tuning parameters (2 parameters)

Vertical steering magnets × 2 (We tune the kick angle [rad])

Ø Evaluation parameter (1 parameter)
                 Current increased in the ring.(measured by BCM)
                 Current entering the ring(measured by BPM)

Injection
efficiency

Vertical steering
magnets

Beam Position
Monitor (BPM)

5/13

=

• Bayesian Optimization (BoTorch) is used for injection tuning. 
• Two vertial steering magnets were selected as tuning knobs. 

• Initial values are selected based on past expert’s experience 
• Injection efficiency measured by BPM and BCM was used as the 

optimization target.  
• LER Eff. : 88 →98%, HER Eff. : 41 →46%
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Summary

• The MDI group promotes collaboration between Belle II and 
SuperKEKB, working on a variety of topics: 

‣ Beam Background 

‣ Beam Instability (e.g., SBL, Beam Diagnostics, Abort System) 

‣ Beam Injection 

• We are expanding our efforts to achieve more stable operation and 
higher luminosity at SuperKEKB. 

• Many additional topics weren’t covered today. If you’re 
intersted, please don’t hesitate to contact us — we warmly 
welcome your participation!
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Thank you!
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Backup
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