
Slow Control, DCS 
〜Overview and Status〜

1

+

DAQ

Takuto KUNIGO 
October 22, 2025 

Belle II Trigger/DAQ Workshop 2025



Slow Control
2

What is Slow Control?

• We had a group named, slow control group; already been dissolved

• I’m assigned as the slow control contact person (coordinator?) now, but to be 

honest, I don’t know the exact definition of slow control. It is “Common Sense”.

In this talk, slow-control refers to

Non-time-critical systems used for, for example, configuration of the 
detector parameters and the environmental parameters, monitoring, and 
alarms that don't require real-time and/or high-speed data acquisition.

• High-Voltage (HV) setting can be slow-control, but in Belle II, HV system 
strongly couples with the accelerator’s operation to ensure safety, and some 
features are time-critical, and hence not slow-control.


• To discuss, such kind of topics and issues across all the sub-system groups, 
we made a new group named, Detector Control System (DCS) in 2022.
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Databases in Belle II

• Many databases in the world: MySQL/MariaSQL, PostgreSQL, Oracle Database, 

Microsoft SQL Server, SQLite, Amazon Aurora, mongoDB, Redis, etc.

• PostgreSQL (b2db): used for datasets which matches exactly. (e.g. Exp+Run 

Number => Run setting, Recorded files, Detector setting, etc.) You just need to 
google SQL-queries syntax to use it.


• Elasticsearch (b2daq-slc): used as a NoSQL, archiving various data. (Lucene syntax)
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   Our system consists of various components 
• Detector front-end electronics 
• Readout system + Event builder 
• 2-staged trigger system 

(Level-1: hardware, HLT: software) 
• Networks: EPICS, Network Shared Memory 2, 

general purpose network 
• Storage 

We need to monitor each component effectively; 
automatic error diagnoses is a key
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NSM2 variables

Processes

EPICS PVs

ElasticsearchLog-messages

nsm2cad

Elastalert

Alarm
 server

• We have ~14k alarm trigger PVs now

• Some PVs are provided from NSM2, or from 

DQM, or activated from Elastalert

DQM

Summary 
• We develop an efficient monitoring and recovery 

system for Belle II operation 
• We have an auto-pilot process, which handles the 

automatic recovery actions 
• To help the operators take correct actions, we 

exploit Phoebus Alarm System 
• The alarm system already helped us to identify 

several detector issues 
Plan 
• We check any missing items in the alarm system 
• More sophisticated alarm condition (dynamically 

change the alarm threshold) 
• We will study machine learning based alarms
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   We develop a monitoring system based on 
Elastic Stack. We feed various operational 
data into Elasticsearch, provide various 
applications using it. 
Web-interface 
   We analyse the data on a web-interface, 
named Kibana. We check correlation 
between different data sources. (e.g. Log 
message vs PC metrics)

Automatic recovery

Summary and Plan

Automatic Recovery 
   When the auto-pilot process detects a run stop, it 
checks whether there is an activated EPICS alarm PV. If 
there is an activated PV, the auto-pilot process reads the 
corresponding Elastalert rule file to load the implemented 
recovery command. The auto-pilot process executes the 
loaded recovery command automatically.

GUI client
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Active alarms

Acknowledged alarms

Overview, linking to the sub-pages Alarm tree

• DCS: Detector control system and detector safety-related alarms

• DAQ: Data-acquisition (e.g. front-end electronics) alarms

• DQM: Interfaced to the data quality monitoring system Sub-system DCS GUI
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• We prepared sub-panels for more detailed information 
communicating with sub-detector groups

EPICS PV

Alarm server

EPICS PVEPICS PV

EPICS PVAlarm PVs

Alarm Logger

‣ Monitor PVs

‣ Track alarms, acknowledgement

‣ Log alarm sates

‣ Send record to Elasticsearch 

e.g. Timestamp of states, when  
alarm command acknowledged

Phoebus Alarm system 
   In real operation,  one problem can cause 
multiple errors. We use Phoebus Alarm System to 
help the operators to take correct actions. 
   We set alarm limit to each EPICS PV, which can 
trigger alarm. The alarm server process monitors 
all the alarm trigger PVs, and track the alarm 
status. The information is shared via Apache 
Kafka; the alarm logger process save the 
information to Elasticsearch, alarm client GUI 
accesses the information to visualise it. 

Alarm Categories 
   We have three types of alarms: 
• DAQ: Data acquisition alarms 

(e.g. error of front-end electronics) 
• DCS: Detector control system and detector 

safety-related alarms (e.g. High Voltage error) 
• DQM: Interfaced to the data quality monitoring 

system. (e.g. tracking efficiency) 
Some alarms cannot be activated directly by an 
EPICS PV. For example, in order to activate an 
alarm using log-messages, we exploit Elastalert. 
   We make a set of GUI windows; from the top 
window, more detailed sub-windows are linked. 
The operators access more detailed information 
naturally. For the DAQ alarms, we have a one-

Alerting Framework 
   We use a third-party tool, Elastalert, to diagnose 
errors automatically. Elastalert periodically 
performs queries on Elasticesarch, and checks 
if the queried data satisfy the alert rules. When 
there is a match, Elastalert issues a set of alerts.
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Auto-pilot Process 
   We have an auto-pilot process which takes the 
required actions in case of: 
• Beam dump 
• High Voltage trip 
• ERROR and BUSY

Status 
   We started physics data-taking since February, 2024. The alarm system already helped to 
identify several detector issues. We are adding more alarms and optimising the alarm limit; 
• Dynamic limit; change the alarm limit, for example, depending on the accelerator status 
• Alarm delay; only alarm if the PV remains in alarm for X seconds 
• Alarm delay&count; alarm when the PV becomes alarm more often than Y times in X seconds

click recovery button for each alarm, this is associated to an appropriate recovery action, and is 
enabled only when the corresponding alarm is activated and data-taking is not on-going.
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   Our system consists of various components 
• Detector front-end electronics 
• Readout system + Event builder 
• 2-staged trigger system 

(Level-1: hardware, HLT: software) 
• Networks: EPICS, Network Shared Memory 2, 

general purpose network 
• Storage 

We need to monitor each component effectively; 
automatic error diagnoses is a key
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system for Belle II operation 
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exploit Phoebus Alarm System 
• The alarm system already helped us to identify 

several detector issues 
Plan 
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   We develop a monitoring system based on 
Elastic Stack. We feed various operational 
data into Elasticsearch, provide various 
applications using it. 
Web-interface 
   We analyse the data on a web-interface, 
named Kibana. We check correlation 
between different data sources. (e.g. Log 
message vs PC metrics)

Automatic recovery
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Automatic Recovery 
   When the auto-pilot process detects a run stop, it 
checks whether there is an activated EPICS alarm PV. If 
there is an activated PV, the auto-pilot process reads the 
corresponding Elastalert rule file to load the implemented 
recovery command. The auto-pilot process executes the 
loaded recovery command automatically.
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• We prepared sub-panels for more detailed information 
communicating with sub-detector groups
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Phoebus Alarm system 
   In real operation,  one problem can cause 
multiple errors. We use Phoebus Alarm System to 
help the operators to take correct actions. 
   We set alarm limit to each EPICS PV, which can 
trigger alarm. The alarm server process monitors 
all the alarm trigger PVs, and track the alarm 
status. The information is shared via Apache 
Kafka; the alarm logger process save the 
information to Elasticsearch, alarm client GUI 
accesses the information to visualise it. 

Alarm Categories 
   We have three types of alarms: 
• DAQ: Data acquisition alarms 

(e.g. error of front-end electronics) 
• DCS: Detector control system and detector 

safety-related alarms (e.g. High Voltage error) 
• DQM: Interfaced to the data quality monitoring 

system. (e.g. tracking efficiency) 
Some alarms cannot be activated directly by an 
EPICS PV. For example, in order to activate an 
alarm using log-messages, we exploit Elastalert. 
   We make a set of GUI windows; from the top 
window, more detailed sub-windows are linked. 
The operators access more detailed information 
naturally. For the DAQ alarms, we have a one-

Alerting Framework 
   We use a third-party tool, Elastalert, to diagnose 
errors automatically. Elastalert periodically 
performs queries on Elasticesarch, and checks 
if the queried data satisfy the alert rules. When 
there is a match, Elastalert issues a set of alerts.
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Auto-pilot Process 
   We have an auto-pilot process which takes the 
required actions in case of: 
• Beam dump 
• High Voltage trip 
• ERROR and BUSY

Status 
   We started physics data-taking since February, 2024. The alarm system already helped to 
identify several detector issues. We are adding more alarms and optimising the alarm limit; 
• Dynamic limit; change the alarm limit, for example, depending on the accelerator status 
• Alarm delay; only alarm if the PV remains in alarm for X seconds 
• Alarm delay&count; alarm when the PV becomes alarm more often than Y times in X seconds

click recovery button for each alarm, this is associated to an appropriate recovery action, and is 
enabled only when the corresponding alarm is activated and data-taking is not on-going.

• We have various types of EPICS Process Variables (PVs) to which alarm limits 
(condition to activate alarm) are defined (Alarm PVs, see next page for more detail)


• Alarm PVs monitored by the Alarm Server process; using the monitored data the 
Alarm GUI works
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   Our system consists of various components 
• Detector front-end electronics 
• Readout system + Event builder 
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   We develop a monitoring system based on 
Elastic Stack. We feed various operational 
data into Elasticsearch, provide various 
applications using it. 
Web-interface 
   We analyse the data on a web-interface, 
named Kibana. We check correlation 
between different data sources. (e.g. Log 
message vs PC metrics)
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Automatic Recovery 
   When the auto-pilot process detects a run stop, it 
checks whether there is an activated EPICS alarm PV. If 
there is an activated PV, the auto-pilot process reads the 
corresponding Elastalert rule file to load the implemented 
recovery command. The auto-pilot process executes the 
loaded recovery command automatically.
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Phoebus Alarm system 
   In real operation,  one problem can cause 
multiple errors. We use Phoebus Alarm System to 
help the operators to take correct actions. 
   We set alarm limit to each EPICS PV, which can 
trigger alarm. The alarm server process monitors 
all the alarm trigger PVs, and track the alarm 
status. The information is shared via Apache 
Kafka; the alarm logger process save the 
information to Elasticsearch, alarm client GUI 
accesses the information to visualise it. 

Alarm Categories 
   We have three types of alarms: 
• DAQ: Data acquisition alarms 

(e.g. error of front-end electronics) 
• DCS: Detector control system and detector 

safety-related alarms (e.g. High Voltage error) 
• DQM: Interfaced to the data quality monitoring 

system. (e.g. tracking efficiency) 
Some alarms cannot be activated directly by an 
EPICS PV. For example, in order to activate an 
alarm using log-messages, we exploit Elastalert. 
   We make a set of GUI windows; from the top 
window, more detailed sub-windows are linked. 
The operators access more detailed information 
naturally. For the DAQ alarms, we have a one-

Alerting Framework 
   We use a third-party tool, Elastalert, to diagnose 
errors automatically. Elastalert periodically 
performs queries on Elasticesarch, and checks 
if the queried data satisfy the alert rules. When 
there is a match, Elastalert issues a set of alerts.
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Auto-pilot Process 
   We have an auto-pilot process which takes the 
required actions in case of: 
• Beam dump 
• High Voltage trip 
• ERROR and BUSY

Status 
   We started physics data-taking since February, 2024. The alarm system already helped to 
identify several detector issues. We are adding more alarms and optimising the alarm limit; 
• Dynamic limit; change the alarm limit, for example, depending on the accelerator status 
• Alarm delay; only alarm if the PV remains in alarm for X seconds 
• Alarm delay&count; alarm when the PV becomes alarm more often than Y times in X seconds

click recovery button for each alarm, this is associated to an appropriate recovery action, and is 
enabled only when the corresponding alarm is activated and data-taking is not on-going.

• We have not only native EPICS PVs, but also the nsm2cad-converted PVs, 
moreover we also needs a feature to enable an alarm if a log-message is found

nsm2cad dbs
ElastAlert rules
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• Derived from a common word: Industrial Control System, Wikipedia

• (Not Distributed Control System)

• In Belle II, the place where:


‣ any topics related to detector control (HV, LV, PS, …), detector setting (Vth, masking, 
database, …), detector environment (thermal monitoring), detector safety (HV 
permission, ARO), interlock, cabling, etc. to be reported and to be discussed


‣ to make a consensus among the sub-systems (incl. MDI, TRG, DAQ) discussing 
also technical details before bringing the topic to TB meeting


• Regular meeting alternating two time slot: Wednesday 13:00 JST, 21:00 JST
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Operator
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‣ Each sub-system group should 
attend either of the slot


‣ Lack of activity from some sub-
systems


‣ DCS review committee and TCs 
encourage assigning person 
power to the activity

https://en.wikipedia.org/wiki/Industrial_control_system
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1 Introduction16

Belle II is a next generation B-physics experiment, started data taking in 2019 at the Su-17

perKEKB at KEK, Tsukuba, Japan. The Belle II detector consists of seven sub-detectors.18

To control the complex sub-detectors, containing a large number of individual detector19

elements, is a challenging task. For e!ective data-taking, we redesign and implement the20

system Detector Control System (DCS) for Belle II.21

The DCS has the task to permit coherent and safe operation of Belle II, to serve a22

user-friendly interface to all the sub-detectors, and monitoring and logging them. The23

DCS must be able to bring the detector into any desired operational state, to continuously24

monitor and archive the operational parameters, to signal any abnormal behaviour to the25

operator, and to allow manual or automatic actions to be taken. In order to synchronise26

the state of the detector with the operation of the physics data acquisition system, bi-27

directional communication between DCS and run control is provided. Finally, the DCS28

has to communicate with the other systems which are controlled independently, such as29

the SuperKEKB accelerator, detector interlock system.30

This paper focuses on the DCS architecture, hardware components, and the design31

and implementation of the DCS back-end software. The paper is structured as follows:32

after a summary of the previous system in section 2, the requirements on the new system33

is summarised in section 3. blablabla...34

1
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OFF
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Yes

No

Yes

Any child in the INTERLOCK state? INTERLOCK
Yes

No

No

(c) OFF

Figure 30: Example of state rule

3.2.3 State transition920

State transitions can be initiated for every FSM objects by commands in the NSM2921

framework. The higher level node propagate the commands to their lower level nodes922

(children). The state transitions are summarised in Figure 31.923

There is no major change on the nominal transitions, while we have added a few924

transition states, and renamed the HV commands. Concerning the error handling, we925

applied many chages.926

• We explicitly define INTERLOCK state, which was not defined in the old definition.927

• We define a new command, EMERGENCY OFF, as a countermeasure against, e,g.928

unknown errors by which we cannot ensure detector safety929

• We define a pair of recovery commands, RECOVER ERROR, RECOVER TRIP.930

In the old definition, TRIP was defined as an error state, which should be fixed931

automatically. However, in the real operation, some sub-detectors prefer fixing932

TRIP by a manual request. To satisfy this requriement, we define di!erent recov-933

ery commands against ERROR and TRIP, and leave it as an option to execute934

RECOVER TRIP command automatically or not.935

• We allow from PEAK or STANDBY state; while in the old definition, the transition936

to TRIP is allowed only from PEAK. After the RECOVER TRIP command, it937

should recover to the original state, by checking the monitored voltage.938

• OFF to STANDBY transition for KLM requires a long time, thus after recovery939

from ERROR, KLM is changed to STANDBY voltage.940
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Systems

SuperKEKB beam
Environmental Abort

Hardwired connections

Figure 23: Schematic view of the central interlock system

2.15 Interlock812

2.15.1 Overview813

“MW100 Loggers” and “FAM PLC” work as progmrammable logic controllers among814

many hardwired connections, consisting of analog or digital input modules and digital815

output modules. MW100 Logger is analog/ditigtal-measurement-oriented; ditigtal dis-816

crimination for a measurement item can issue a ditigtal output as an “alarm”. FAM PLC817

islogicial-sequence oriented; a micro-program (called ladder) composes an Input/Output818

matrix (similar to FPGA). Logger (1 loop takes O(ns)) is slower than PLC (O(10 ms)).819

In both, realtime data/status can be read out by Ethernet with command language or820

bus command from PC (Linux, monpc02), and their logic/programs are handled/loaded821

from another PC(Windows, monpc01). Figure 27 illustrates the schematic view of the822

components of the central interlock system and the connections among them. Figure 24823

is a photo of MW100 and FAM PLC.824

2.15.2 Central Monitor825

MW100 Logger system works, also, as the Central Monitor system with recording many826

analog/digital measurement data (e.g. E-Hut temperature, humidity etc.). Some of these827

data items are used for alarms and interlocks with the context of ditigtal discrimination.828

2.15.3 B3 Alarm Panel829

B3 Alarm Panel can display alarm status for 35-70 alarm items constructed by a pair of830

contact lines. Each alarm channel supports a choise of N/O (Normal Open) and N/C831

(Normal CLOSE) logitcs with a manipulation of the touch panel. It is possible to disable832

each alarm item. The realtime data of the alarm information can be read out as bit833

patterns via a FAM PLC and Ethernet (monpc03). Figure 25 is a photo of B3 Alarm834

Panel.835
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If you would like to know about DCS, please first read through the DCS note, link

https://gitlab.desy.de/tkunigo/detectorcontrolsystem


Allow Risky Operation
8

• HV permission is an agreement between SuperKEKB and Belle II

‣ Without HV permission, Belle II should not ramp up HV

‣ While HV permission is allowed, SuperKEKB do not do risky operation (if HV 

permission = inhibited, there can be risky operation)


Situation 
• HV_PERMISSION flag can be negated when HVMASTER's hvstate 

is OFF or STANDBY

• However, this implementation is not good;


1. HVMASTER's hvstate does not represent the safety of Belle II 

2. Excluded sub-detector is ignored from HVMASTER’s state (Little risks though)

3. e.g. in case of CLAWS abort, PXDPS is OFF, and should be TURNedON but it 

inhibits negating HV_PERMISSION 
(In Phase-3 Run-1, PXDPS’s TURNINGON was hidden)


• Thus, we plan to properly define the condition in which Belle II is 
safe and hence SuperKEKB can revoke the HV permission, using a 
new signal “Allow Risky Operation” flag (ARO)


• See further information in Hiro’s slides: link

https://indico.belle2.org/event/11735/contributions/75094/attachments/28411/41971/20240515_HVcontrol_review.pdf


Overview
9

Scheme 
• We take a similar/same scheme with the Injection Enable flags

PXD-local ARO flag

SVD-local ARO flag

CDC-local ARO flag

TOP-local ARO flag

ARICH-local ARO flag

KLM-local ARO flag

Merger Global ARO flag



Overview of local AROs
10

• Two types of sub-detectors:

‣ NE (Normal injection enable) flag based: PXD, SVD, TOP, KLM

X’s Normal Injection Enable is Allowed 

X is masked
X’s HVstate is NOT UNKNOWN

X-local ARO flag

‣ Local HV state based: CDC, ARICH

For TOP and KLM (NSM2-based controller) 
Not applied for PXD and SVD

X’s HVstate is OFF/STANDBY (/INTERLOCK)

X is masked

X-local ARO flag
INTERLOCK is in the whitelist 

only for ARICH



Status of implementation
11

• Logic implemented in the EPICS-style and tested; test results are 
included in the corresponding the MR, daq_slc!780

‣ Checked by all the sub-detector groups, approved by MDI


• Lost heartbeat alarms added in the MR, daq_slc!848

‣ Implemented following the suggestions by PXD, SVD experts, approved 

by MDI

• In case of the lost heartbeat problems, injection-enable flags must 

be negated, this is implemented in the MR, daq_slc!849

We are very close to the final green light

=> ARO will be deployed in 2025c

https://gitlab.desy.de/belle2/daq/daq_slc/-/merge_requests/780
https://gitlab.desy.de/belle2/daq/daq_slc/-/merge_requests/848/diffs
https://gitlab.desy.de/belle2/daq/daq_slc/-/merge_requests/849/diffs


Special issue for next
12

• Special issue; whether we should 
implement HV permission guard in 
the local sub-detector’s HV controller

‣ Discussions on several 

recommendations; most of them 
have clear solutions, which all sub-
detector groups agree


‣ One issue which requires more 
discussion in offline


‣ KLM disagreed with implementing 
the safe guard but after some 
discussion, we understood that 
there is misunderstanding, and 
KLM agrees with the feature


‣ CDC: under discussion

Target: next-to-next run (in 2026) 
(not the beginning of the next run)



NSM2 and EPICS
13

NSM2EPICS

Port 9020
Run Control etc.

Port 9124

HV, LV, PS, and related monitors

HVMASTER

PXD_HV SVD_HV CDC_HV TOP_HV ARICH_HV KLM_HV

Propagate commands 
Aggregate states of sub nodes

ca
2n

sm
ns

m
2c

ad

PXD HVPXD HV SVD HV

EPICS PVs

EPICS archiver

DAQ:*, SVD:*, VXD:*, SKB:*, …

List of archived PVs, link

PostgreSQL
Run record, file list, config, etc.

Elasticsearch
EPICS, NSM2 variables, log-messages, run record, ….

SKB gateway

RunDB, Run Registry
Run record, DQM defects

https://confluence.desy.de/pages/viewpage.action?spaceKey=BI&title=List+of+Archived+PVs

