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Machine learning in HEP experiments
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‣ ML approaches in the trigger techniques recognised by ChatGPT.

‣ (Maybe, it is better to add ML-based DQM in the list)

‣ No “Fast” or “Realtime” Machine learning item in the list, unfortunately.



Motivation
3

Dark data is data which is acquired through 
various computer network operations


but not used in any manner to derive insights 
or for decision making. (by Wikipedia)

Fundamental question 
1. How much “dark data” we have?

2. If we use it effectively, we may predict near future errors?

Taken from thinkleaf.net



FastML: Introduction
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Motivation 
• ML approaches used in HEP community for a long time.

• However, use cases are limited; reconstruction, tracking, PID, trigger, event 

categorisation, etc.

• Is it effective to feed our operational data into ML to train a model in realtime?


‣ Fast/Realtime ML is widely used in the world (e.g. network security)

‣ We (probably anyone) don’t know if it is effective in HEP operation

• To use the ML feature, we need a paid license. (or a trial license)

• I’m evaluating the ML performance requesting a trial license time to time. 

I’m contacting the company to activate it in November/December.

• ML modelling can be done outside the Elasticsearch cluster using a Python 

package.



Benefit of FastML
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Detector Database/ 
Archive ML Model

Detector Elasticasearch node

• No need 1) to prepare a computer, 2) to export data, 3) to worry about 
interrupting the other processes due to limited I/O, network bandwidth


• We can concentrate on what we really would like to achieve using ML

‣ Even without expertise, it is possible to define a new ML job (For example, Anomaly 

detection using Instantaneous luminosity + Trigger rates + Run Control state)

‣ With expertise, you can train a model by yourself and upload it to Elasticsearch node

Exported 
data

Computer

Job Model



Ideas of FastML
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• Categorisation of the run-stop reasons (DAQ) 
‣ Description: CR shifters describe the run-stop reason in e-log entries; 

sometimes the reason is not correct or sometimes CR shifters forget writing it

‣ Input: RCPanel + HVPanel + TTDInfo + BeamInfo

‣ ML: Clustering (Image similarity)

‣ Goal: Train a model to automatically diagnose the run-stop reasons and perform 

an appropriate recovery action (The trained model is automatically updated)


• Categorising the reasons of beam aborts (MDI? whole Belle II) 
‣ Description: Sudden Beam Loss (SBL) is the biggest issue in Belle II/SuperKEKB 

There are many studies on-going incl. ML-based ones. If we implement them into 
Elasticsearch, training/analyses become automatic, and automatic action can be 
implemented.


‣ Input: As many variables/images as possible.

‣ ML: Clustering

‣ Goal:  Understand the beam condition; this knowledge should be used to 

stabilise the beams



(continued)
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• Anomaly detection in (L1+HLT) trigger rates(TRG+DAQ) 
‣ Description: Trigger rates can be a good barometer to understand the detector 

configuration. If rates of a specific trigger is too low or too high, it can be a key of 
mis-configuration.


‣ Input: Luminosity, BG related parameters, detector config, various trigger rates

‣ ML: (Isolation forest? Regression?), sorry, I’m not sure

‣ Goal: Automatically detect a mis-configuration.

Our Elasticsearch cluster has enough data for machine learning

We can try many ML applications in Elasticsearch

• Note 
‣ (Not all but) some models from scikit-learn, XGBoost, and LightGBM can be 

imported using a Python module

‣ It is rather difficult to (for me) to evaluate its performance without a license

‣ I cannot guarantee that I can get a license always you want it



ML: Training and Ingest pipeline
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Elasticsearch provides machine learning algorithms;

1. Anomaly detection

2. Data frame analysis


A. Outlier detection

B. Regression

C. Classification


3. Natural language processing: k-NN embedding model

4. Image similarity search Training in a ML node

Ingest node attach a predicted value to a document 



Correlation: Luminosity-Trigger rate
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Delivered luminosity - Recorded luminosity - Input L1 rate

Too large discrepancy need to be ignored



Log-messages Trained model by me
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K-means Clustering by scikit-learn

Outlier detection We can find some unusual messages

Always “anomaly”

Elasticsearch can handles non-numeric format by converting them to embeddings.



Summary
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• FastML maybe effective for HEP experiments (but may not be)

• Software license to utilise the ML feature is expensive, thus little people 

performed a realistic survey

• (As far as I know) Belle II is the best experiment for the first FastML trial on 

operational data

• Some early studies on-going now

• I need some team members;


‣ FastML is much more efficient than a hand-maid ML app

‣ Many possible applications; DAQ, Trigger, MDI, sub-detectors, etc.

‣ however, it is difficult to welcome many “guest” users

‣ also, I cannot guarantee that ML license is always available nor we can reach the 

goal

‣ Team members who can make the story real(istic) are more than welcome!



Backup
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ML: Anomaly detection
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In a ML node, anomaly detection job controls a sub-job, in which core analysis 
of ML is performed.

Source codes are available: but it will take long time to understand them…  
(It’s a commercial-level product)



ML: Home made
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Eland, Elasticsearch Python client and toolkit, provides a pandas-combative 
dataframe

We can transform trained models from scikit-learn, XGBoost, and LightGBM 
libraries to be serialised and import to Elasticsearch (Regression, classification)



ML: Home made anomaly detection
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Huggingface hug models:

- Eland can import PyTorch models

- can import from huggingface.co (local import is also possible)

Anomaly detection

- I’m trying to mimic the anomaly calculation implemented in Elasticsearch

- Whatever algorithms I should try; even if it is not supported by Elasticsearch

- I need to (re)learn the techniques of anomaly detection (especially 

multivariate anomaly detection on time-series data)

http://face.co

