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a quick intro. 
• Belle and Belle II

• the dark sector 

recent highlights from Belle (II)  
• inelastic dark matter

• ALP search in ISR

• results in B decays
- ALP search (Belle data) 
- FIP search (Belle data) 

- more news in  
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(Super)KEKB & Belle (II)

construction, testing, and commissioning stages of
the Belle detector.

2. Interaction region

2.1. Beam crossing angle

The layout of the interaction region is shown in
Fig. 2 [4]. The beam crossing angle of 711 mr
allows us to fill all RF buckets with the beam and
still avoid parasitic collisions, thus permitting
higher luminosity. Another important merit of
the large crossing-angle scheme is that it eliminates
the need for the separation-bend magnets, sig-
nificantly reducing beam-related backgrounds in
the detector. The risk associated with this choice of
a non-zero crossing angle is the possibility of
luminosity loss caused by the excitation of
synchro-beta resonances [5].

The low-energy beam line (eþ) is aligned with
the axis of the detector solenoid since the lower-
momentum beam particles would suffer more
bending in the solenoid field if they were off-axis.

This results in a 22 mr angle between the high-
energy beam line (e") and the solenoid axis.

2.2. Beam-line magnets near the interaction point

The final-focus quadrupole magnets (QCS) are
located inside the field volume of the detector
solenoid and are common to both beams. In order
to facilitate the high gradient and tunability, these
magnets are superconducting at the expense of a
larger size. In order to minimize backgrounds from
QCS-generated synchrotron radiation, their axes
are aligned with the incoming eþ and e" beams.
This requires the radius of the backward-angle
region cryostat to be larger than that of the one in
the forward-angle region. The inner aperture is
determined by the requirements of injection and
the need to avoid direct synchrotron radiation
incident on the beam pipe inside the cryostats. The
z-positions are determined by the detector accep-
tance (171pyp1501).

To minimize solenoid-field-induced coupling
between the x and y beam motions, superconduct-
ing compensation solenoid magnets are located

Fig. 1. Side view of the Belle detector.

A. Abashian et al. / Nuclear Instruments and Methods in Physics Research A 479 (2002) 117–232124
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Belle & Belle II 
 collision experiment

• conceived and constructed, mainly for CP violation in B-meson system 

• CP violation — a necessary condition for baryon asymmetry in our Universe (i.e. 
extreme dominance of matter over anti-matter) 

Belle & KEKB

• operated during 1999-2010 using KEKB  collider at KEK, Japan 

• produced more than 600 physics papers  

• observed CP violation in the B-meson system (for the first time, along with BaBar) 
& confirmed Kobayashi-Maskawa hypothesis ➔ 2008 Nobel Physics prize 

• ~450 physicists from 22 countries

e+e−

e+e−
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BELLE
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18#countries#
84#institutes#
~400#members

Z L dt
=
10
39

fb
�1

Lpeak = 21.1 nb�1s�1

Y. Kwon (Yonsei Univ./Belle) Physics Highlights from Belle Aug. 25, 2015 4

counter

Si Vtx. det. 
4(3) lyr. DSSD

		20	countries	
		90	institutions	
~450	members
100
22

~450
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Belle (and BaBar, too) achievements include: 

• CPV, CKM, and rare decays of B mesons (and 
Bs, too) 

• Mixing, CP, and spectroscopy of charmed 
hadrons 

• Quarkonium spectroscopy and discovery of 
(many) exotic states, e.g. X(3872), Zc(4430)+ 

• Studies of τ and 2γ

2008

7
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Belle ➔ Belle II 
still not solved 

• CP violation in the Standard Model (i.e. KM mechanism) is not large enough 
to explain the matter-antimatter asymmetry in our Universe

➔  We need New Physics! 

• The origin of the Flavor structure of the SM is totally unknown

upgrade Belle ➔ Belle II 

• KEKB is upgraded to SuperKEKB,

aiming at  total data size

• Belle detector is also upgraded to Belle II

× 50

8

BELLE
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BELLE

Z goal

L dt = 50 ab�1
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SuperKEKB                          Belle II

injector  
to Linac

<latexit sha1_base64="LDrPrMeyiiKn7txHDpbeYxM3NRw=">AAACXHicbVBNTwIxEC0rKoIoauLFSyMx8UR21ahHohdJPGAiHwmLpFsGaOjuNm3XSDb7m/w1HrzgH/FgFzjw4SRNXt68mb55nuBMadv+zlhb2e2d3dxevrBfPDgsHR03VRhJCg0a8lC2PaKAswAammkObSGB+B6Hljd+TPutd5CKhcGrngjo+mQYsAGjRBuqV6rFLiUcPye92JU+rtWStxkQQMYJdokQMvzA17armQ8Kr6mXxb1S2a7Ys8KbwFmAMlpUvVf6dfshjXwINOVEqY5jC92NidSMckjybqRAEDomQ+gYGBBjoBvPTk7whWH6eBBK8wKNZ+zyREx8pSa+Z5Q+0SO13kvJf3vKWBlBf+X7mI6MK5BrnvTgvhuzQEQaAjq3NIg41iFOk8Z9JoFqPjGAUMnMVTjdQ6jZpPImLmc9nE3QvKo4t5Wrl5ty9WERXA6doXN0iRx0h6roCdVRA1H0ib7QFP1kplbWKljFudTKLGZO0EpZp39aLLhB</latexit>

Lpeak
II ⇡ 30⇥ Lpeak

I
<latexit sha1_base64="YbBuS6GqQt4D9dtJkKRL0GJXgHQ=">AAACb3icbVDLSsQwFM3U9/gadeFCkOAg6MKhFV8bQXSj4ELBUcGOw216ZyaYNiVJxaHUj/Mv/AO3unZhWmehoxcCh3Nybk5OkAiujeu+VpyR0bHxicmp6vTM7Nx8bWHxWstUMWwyKaS6DUCj4DE2DTcCbxOFEAUCb4KHk0K/eUSluYyvTD/BVgTdmHc4A2Opds33eWzuM19FtCtB5JnPQNDzvF1SZ2e5T0NDD+mu+1wyEOT32ZaXUx+SRMknK9BiBR0ylr52re423HLoX+ANQJ0M5qJd+/RDydIIY8MEaH3nuYlpZaAMZwLzqp9qTIA9QBfvLIwhQt3KyhZyum6ZkHaksscGKtmfjgwirftRYG9GYHp6WCvIfzVto/Qw/PV8xno2FaqhTKZz0Mp4nKQGY/YdqZMKaiQtyqchV8iM6FsATHH7K1rsAWY36aqtyxsu5y+43m54e43ty5360fGguEmyQtbIBvHIPjkip+SCNAkjL+SNvJOPyruz7Kw69PuqUxl4lsivcTa/AG3gvnM=</latexit>Z goal

LII dt = 50 ab�1 ⇡ 50

Z
LI dt
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Super-KEKB: the nano-beam scheme

s
y
* = 48/62 nm

b
y
* = 0.27/0.3 mm

s
x
* = 10.1/10.7 mm

s
y
* = 940 nm

b
y
* = 5.9 mm

s
x
* = 147/170 mm

KEKB Super-KEKB
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The Belle II Collaboration

26 countries/regions,   ~120 institutions,   ~1000 collaborators

The Belle II Collaboration

11
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SVD: 4 DSSD layers ➔ 2 DEPFET layers + 4 DSSD layers 
CDC: small cell, long lever arm 
ACC+TOF ➔ TOP+A-RICH 
ECL: waveform sampling 
KLM: RPC ➔ Scintillator +MPPC (endcaps, barrel inner 2 lyrs)

In colours for new 
components 

12
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Belle (1999-2010) 
Luminosity

•  

•

∫ ℒtotal = 1 ab−1

∫ ℒΥ(4S) = 711 fb−1
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2 x mB = 10.56 GeV
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by 
precisely known collision energy 

• Simple and clean event topologies: 
hadronic events have typically O(10) 
particles 

• Asymmetric-energy colliders: boosted 
production for time-dependent 
measurements 

• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all 
final states, including neutral hadrons 
such as π0, η, KS0, KL0, n

5

B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

KinematicsKey variables of B decays
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Reconstruction and Basic Selection

8

Basic reconstruction of tracks and clusters:
Charged particles: , close to collision point, in the central part of the detector
Neutral particles:  (ITA), -dependent (HTA) 
Signal kaon track candidates required to have high probability to be kaon

E > 100 MeV/c
E > 100 MeV E > [60,...,150] MeV, ϕ

Hadronic tagging  (HTA)  
Efficiency

Purity, Resolution 

Bsig

B
Υ(4S)

ν
ν̄

Rest of event 
(ROE)

q2
rec

K±

Inclusive tagging  (ITA)  

e−
Bsig

Btag

Υ(4S)

ν
ν̄

q2
rec

Other 
tracks and clusters 

in the event

e+
e+ e−

K±

 : mass squared 
of the neutrino pair
q2

rec

“A Tale of Two Taggings”

16

Features of ITA  
• exploits inclusive properties of 

• high efficiency, low purity 

• BDTs in two stages (BDT1 mostly for ; 
BDT2 for final signal extraction)

Btag

qq̄

Features of HTA  
• uses full decay chain information of of 

• high high purity, very low efficiency
• uses BDT for signal extraction (BDTh) 

Btag

PRD 109, 112006 (2024)
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• only two  mesons in the final 

state

• Since the initial state is clearly 
determined, fully accounting 
one  ( ) makes it possible 
to constrain the accompanying 

 ( )

• Having a single missing particle 
(e.g. ) is usually as clean as 
getting all particles measured

• The price to pay is a big drop of 
efficiency ( ) 

e+e− → Υ(4S) → BB
B

B Btag

B Bsig

ν

< 𝒪(1%)

How to handle a missing particle at Belle II?
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FEI algorithm to reconstruct 

• uses ~200 BDT’s to reconstruct  different 
 decay chains 

• assign signal probability of being correct 

Btag

𝒪(104)
B

Btag

Full Event Interpretation (FEI)
Btag Bsig



Belle II Physics Mind-map
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Belle II Physics Mind-map
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why Dark World?
We don’t know anything about the identity/property of 
dark matter particle(s)

- Is it just a single particle, or a collection of particles? 

If there are several dark matter particles, wouldn’t they 
interact among themselves via “dark force”?

Then, this dark force might be mediated (just like EM) by a 
vector gauge boson, which we may call a “dark photon”?

Indeed, there might be several kinds of dark gauge bosons 
(and dark force interactions) just as in the SM sector

22



Youngjoon Kwon (Yonsei U.)                                                        Jan. 23, 2026                                                        Fermilab Wine & Cheese 23

The dark sector and connection to SM
• The dark sector can be connected to SM via the so-called “portals”.

The Dark Sector

DM particles?
interactions?

The SM Sector

q, ℓ±, ν,
γ, Z0, W±, g

H
portal
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• Dark photon, first proposed in [P. Fayet, PLB 95, 285 (1980)] 

• A boson  belonging to an additional  would mix 
kinetically with  [B. Holdom, PLB 166, 196 (1986)] 

- in general, one can express kinetic mixing as  

- , the strength of the kinetic mixing, is supposed to be small 

• For  to acquire mass, an extended Higgs sector is required to 
spontaneously break this 

A′￼ U(1)′￼

γ

(1/2)ϵFμνF′￼μν

ϵ

A′￼

U(1)′￼

24

Dark photon & kinetic mixing - as a portal



What to look for with B-factoriesWhat to look for with B-factories
high selection e�ciencies and large A� decay rates as Fig. 3 shows [39]. The cross section with
respect to e+e�

! �� is reduced by ✏2, where the mixing parameter ✏ is expected to lie in the
range of 10�5 to 10�2.

���

��� ���

� �

������

������

�

Figure 2. Lowest order diagram
for e+e�

! �A�
! �`+`�, �qq̄.
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Figure 3. Branching fraction predictions for A�
!

`+`� and A�
! qq̄ as a function of mA� .

We have studied e+e�� and µ+µ�� final states at CM energies larger than 200 MeV
using an integrated luminosity of 514 fb�1of e+e� collisions [41]. The data were recorded
at the ⌥(4S), ⌥(3S), ⌥(2S) peaks and 40 MeV/c2 below the ⌥(4S) peak with the BABAR
detector [29, 30] at the PEP-II asymmetric storage ring at the SLAC National Laboratory.
We select two oppositely-charged leptons plus a photon and apply a constrained fit to the beam
energy and interaction point (IP). We use additional kinematic constraints to improve purity,
require good quality on the photon, electron and muon and remove electron conversions. We
simulate the background processes e+e�

! e+e�(�) and e+e�
! ��(�) with the generator

BHWIDE [42], e+e�
! µ+µ�(�) with the generator KK2F [43] and resonance production in

initial state radiation e+e�
! �X (X = J/�, �(2S), ⌥(1S), ⌥(2S)) using structure function

techniques [44, 45]. For the simulation of the detector response, we use GEANT4 [46].
Figure 4 (left) shows the dielectron invariant-mass spectrum in data and in simulation

with the generator BHWIDE. Generally, the agreement between data and Monte Carlo (MC)
simulation is good except for the low-mass region where the BHWIDE generator fails to
reproduce the mee invariant-mass spectrum. On the other hand, the MADGRAPH generator [47]
reproduces the low mee region in a consistent way but the limited sample size introduces too
large uncertainties. Therefore, our signal extraction does not rely on the MC simulation.

For the dimuon sample, we define the reduced mass mR =
�

(m2
µµ � 4m2

µ) since the turn-on

near threshold is smoother. Figure 4 (right) shows the mR distribution in data and simulations.
The KK2F generator [43] reproduces mR spectrum reasonably well. For both modes, we
determine the selection e�ciency from simulation yielding ✏ee� = 15% and ✏µµ� = 35%. The
e�ciency reduction in the ee� mode is due to mainly pre-scaling of radiative Bhabha events in
the trigger. However, radiative Bhabhas are still the dominant background. Thus, the sensitivity
for the dark photon search is dominated by the µ+µ� mode. We extract the signal yield as a
function of mA� by performing independent fits to the mee and mR mass distributions for each
beam energy covering the range 0.02 < mA� < 10.2 GeV/c2 and 0.212 < mA� < 10.2 GeV/c2

for the ee� and µµ� mode, respectively. In these fits, we vary the step size to about half the
value of the expected mass resolution �mA� and cover a mass range that is at least 20�mA� . The
signal resolution is estimated by fits to a Gaussian function for various A� mass values and is
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Search for Hidden-Sector Bosons in B0 → K!0μþμ− Decays

R. Aaij et al.*

(LHCb Collaboration)
(Received 18 August 2015; published 16 October 2015)

A search is presented for hidden-sector bosons, χ, produced in the decay B0 → K!ð892Þ0χ,
with K!ð892Þ0 → Kþπ− and χ → μþμ−. The search is performed using pp-collision data corresponding
to 3.0 fb−1 collected with the LHCb detector. No significant signal is observed in the accessible mass
range 214 ≤ mðχÞ ≤ 4350 MeV, and upper limits are placed on the branching fraction product
B(B0 → K!ð892Þ0χ) × Bðχ → μþμ−Þ as a function of the mass and lifetime of the χ boson. These limits
are of the order of 10−9 for χ lifetimes less than 100 ps over most of the mðχÞ range, and place the most
stringent constraints to date on many theories that predict the existence of additional low-mass bosons.

DOI: 10.1103/PhysRevLett.115.161802 PACS numbers: 13.85.Rm, 12.60.-i, 13.20.He, 14.80.Va

Interest has been rekindled in hidden-sector theories [1],
motivated by the current lack of evidence for a dark matter
particle candidate and by various cosmic-ray anomalies
[2–8]. These theories postulate that dark matter particles
interact feebly with all known particles, which is why they
have escaped detection. Such interactions can be generated
in theories where hidden-sector particles are singlet states
under the standardmodel (SM)gauge interactions.Coupling
between the SM and hidden-sector particles may then arise
via mixing between the hidden-sector field and any SM field
with an associated particle that is not charged under the
electromagnetic or strong interaction (the Higgs and Z
bosons, the photon, and the neutrinos). This mixing could
provide a so-called portal through which a hidden-sector
particle, χ, may be produced if kinematically allowed.
Many theories predict that TeV-scale dark matter par-

ticles interact via GeV-scale bosons [9–11] (c ¼ 1 through-
out this Letter). Previous searches for such GeV-scale
particles have been performed using large data samples
from many types of experiments (see Ref. [12] for a
summary). These searches have placed stringent constraints
on the properties of the hidden-sector photon and neutrino
portals; however, the constraints on the axial-vector and
scalar portals are significantly weaker.
One class of models involving the scalar portal hypothe-

sizes that such a χ field was responsible for an inflationary
period in the early Universe [13], and may have generated
the baryon asymmetry observed today [14,15]. The asso-
ciated inflaton particle is expected to have a mass in the
range 270≲mðχÞ≲ 1800 MeV [13]. Another class of
models invokes the axial-vector portal in theories of dark
matter that seek to address the cosmic-ray anomalies, and to

explain the suppression of charge-parity (CP) violation in
strong interactions [16]. These theories postulate an addi-
tional fundamental symmetry, the spontaneous breaking of
which results in a particle called the axion [17]. To couple
the axion portal to a hidden sector containing a TeV-scale
dark matter particle, while also explaining the suppression
of CP violation in strong interactions, Ref. [18] proposes
an axion with 360≲mðχÞ≲ 800 MeV and an energy
scale, fðχÞ, at which the symmetry is broken in the range
1≲ fðχÞ≲ 3 TeV. A broader range of mðχÞ and fðχÞ
values is allowed in other dark matter scenarios involving
axion(-like) states [19–21].
This Letter reports a search for a hidden-sector boson

produced in the decay B0 → K!0χ, with χ → μþμ− and
K!0 → Kþπ− [throughout this Letter, K!0 ≡ K!ð892Þ0 and
the inclusion of charge-conjugate processes is implied].
Enhanced sensitivity to hidden-sector bosons arises
because the b → s transition is mediated by a top quark
loop at leading order (see Fig. 1). Therefore, a χ boson with
2mðμÞ < mðχÞ < mðB0Þ −mðK!0Þ and a sizable top quark
coupling, e.g., obtained via mixing with the Higgs sector,
could be produced at a substantial rate in such decays. The
B0 → K!0χ decay is chosen instead of Bþ → Kþχ, since
better χ decay time resolution is obtained due to the
presence of the Kþπ− vertex, and because there is less
background contamination. The data used correspond to

FIG. 1. Feynman diagram for the decay B0 → K!0χ, with
χ → μþμ−.

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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Where to look for DS in Belle II

Final-state features

•depend on many model parameters 
• visible prompt decays to SM particles 

• invisible decays shown as missing   
- decays to DM particles or very weak couplings

•displaced vertices 
- long lifetime, weaker couplings

(E, ⃗p)
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how to look for DS in Belle II

For invisible final states

•use missing  — we are NOT testing the energy-momentum conservation 

For visible final states
(Q) how to distinguish it from SM particles? 

• search for resonant and/or kinematic features (e.g. displaced vertex) unknown 
in the SM

(E, ⃗p)
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Dark Higgs in association with 
Inelastic DM

3

m(x+x→) distribution. We present our results as model-
independent limits on the product of the production cross
section ωprod = ω (e+e→ → h↑ε1ε2) and the branching
fractions B (h↑ → x+x→) ↑ B (ε2 → ε1e+e→). In addi-
tion to the model-independent search, we interpret our
results as a model-dependent limit on the mixing angle
ϑ as a function of the h↑ mass, and as a limits on y as a
function of the ε1 mass.

FIG. 1. Feynman diagram depicting the search channel for
A

→ production in association with a h
→ with subsequent decays

into both visible and dark sector states. Here x
+
x
↑ indicates

µ
+
µ
↑, ω

+
ω
↑, or K

+
K

↑. Mixing between dark sector and
visible states is indicated by black dots.

We use a 365 fb→1 data sample [19] collected at a
center-of-mass (c.m.) energy of

↓
s = 10.58GeV by the

Belle II experiment [20] at the SuperKEKB e+e→ col-
lider [21]. The beam energies are 7GeV for e→ and 4GeV
for e+, resulting in a boost ϖϱ = 0.28 of the c.m. frame
relative to the laboratory frame.

The Belle II detector consists of a variety of sub-
detectors surrounding the interaction point (IP) in a
cylindrical manner. The trajectories of charged parti-
cles (tracks) are reconstructed by a combination of a
two-layer silicon-pixel detector, a four-layer silicon-strip
detector, and a central drift chamber (CDC). The track-
ing detectors are surrounded by time-of-propagation and
aerogel ring-imaging Cherenkov detectors used for par-
ticle identification (PID). The PID detectors cover an
angular region of 14↓ < ϑpolar < 124↓. Photons are
reconstructed by an electromagnetic calorimeter (ECL)
that also serves in the identification of electrons covering
12↓ < ϑpolar < 155↓. The ECL is surrounded by a 1.5T
superconducting solenoid. The outermost sub-detector
is a K0

L and muon detector (KLM) which is installed
in the iron flux return of the solenoid. The longitudi-
nal direction, the transverse plane, and the polar angle
ϑpolar are defined with respect to the detector’s solenoidal
axis in the direction of the electron beam. In the follow-
ing, quantities are defined in the laboratory frame unless
specified otherwise.

We use simulated events to optimize the event se-
lection, and to determine e!ciencies and signal resolu-
tions. Signal events are generated using a combination

of MadGraph5@NLO [22] and EVTGEN [23] taking into
account e”ects of initial state radiation (ISR) [24]. Fur-
thermore, we consider e”ects from electromagnetic fi-
nal state radiation in the decay of the h↑ using PHO-
TOS [25, 26]. To correct for e!ciency di”erences caused
by di”erent beam background conditions, we gener-
ate signal simulations for a variety of di”erent data-
taking conditions using beam-induced backgrounds sam-
pled from data overlaid with simulated signal events and
find an approximately linear correlation between back-
ground level and signal e!ciency. We use the e!ciency
obtained from a linear fit at the luminosity-weighted av-
erage beam background level of our dataset. Motivated
by Ref. [7] and a previous search for a similar model [11],
we consider values of m(A↑) = 3m(ε1) and 4m(ε1),
#m = 0.2m(ε1), 0.4m(ε1) and 1.0m(ε1), and ςD =
0.1 and 0.5. For all possible combinations of these val-
ues, we generate events for h↑ masses between 0.2 GeV/c2

and 3.0 GeV/c2 in about 45 steps of varying size and var-
ious lifetimes 0.1 < cφ(h↑) < 10000 cm in steps that
are approximately equidistant on a logarithmic scale;
we generate events for m(ε1) between 0.2 GeV/c2 and
3.0 GeV/c2 in 30 steps of 0.1 GeV/c2, and various life-
times 0.01 < cφ(ε2) < 1000 cm in variable steps. Since
m(A↑) > m(ε1)+m(ε2), the A↑ in the ε2 decay is always
o”-shell, while the A↑ produced in association with the
h↑ can be either on-shell or o”-shell with A↑ masses up
to 12 GeV/c2. The lifetime of the A↑ is negligible for all
values of ↼ probed in this analysis.

We simulate the following background processes:
e+e→ → $(4S) → BB with EvtGen; e+e→ → qq̄(ϱ)
where q = u, d, s, c with KKMC [27] interfaced with
PYTHIA8 [28] and EvtGen; e+e→ → µ+µ→(ϱ) and
e+e→ → φ+φ→(ϱ) with KKMC; e+e→ → e+e→e+e→,
e+e→ → e+e→µ+µ→, e+e→ → µ+µ→µ+µ→, e+e→ →
e+e→φ+φ→, and e+e→ → µ+µ→φ+φ→ with AAFH [29];
e+e→ → φ+φ→φ+φ→ with KoralW [30]; e+e→ →
e+e→↽+↽→, e+e→ → e+e→K+K→, and e+e→ → e+e→pp̄
with TREPS [31]; e+e→ → e+e→(ϱ) and e+e→ → ϱϱ(ϱ)
with Babayaga.NLO [32]; e+e→ → K0

SK
0
Lϱ, e+e→ →

↽+↽→ϱ, e+e→ → K+K→ϱ, and e+e→ → ↽+↽→↽0ϱ with
PHOKHARA [33]. Decays of φ leptons are simulated
with TAUOLA [34] for KKMC, and using PYTHIA8 for
all other event generators. The detector geometry and in-
teractions of final-state particles with detector material
are simulated using GEANT4 [35]. Both experimental
and simulated events are reconstructed and analyzed us-
ing the Belle II software [36, 37]. We examine the exper-
imental data only after finalizing the analysis selection.
All selection criteria are chosen by iteratively optimizing
the figure-of-merit for a discovery with a significance of
five standard deviations [38]. To avoid additional com-
plexity of the analysis we chose a single set of selections
for all model parameter combinations.

We use events selected by a calorimeter-only trigger,
which requires the sum of energy depositions in the polar
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Inelastic dark matter with a dark Higgs
Overview

Non minimal dark sector with a dark photon A’, a dark higgs h’
and two dark matter states with a small mass splitting [1]:
• 𝜒𝜒1 is stable (relic DM candidate) 
• 𝜒𝜒2 is long-lived

Can explain the lack of a signal in direct detection. 

Here looking for A’ and h’ simultaneous production:

• h’ mixes with SM Higgs with strength 𝜃𝜃
• A’ mixes with SM photon with strength 𝜖𝜖
• focus on 𝑚𝑚𝐴𝐴′ > 𝑚𝑚𝜒𝜒1 +𝑚𝑚𝜒𝜒2 

• the decay 𝐴𝐴′ → 𝜒𝜒1 𝜒𝜒2 is favored

Dataset: 365 fb-1 from Belle II

[1] PRD 64, 043502 (2001) 

e+e− → h′(→ x+x−)A’(→χ1χ2(→ χ1e+e-), x = μ, π, K 

4 dark sector particles: 𝐴𝐴′, ℎ′,𝜒𝜒1 𝜒𝜒2
7 parameters: 𝑚𝑚𝐴𝐴′ ,𝑚𝑚ℎ′ ,𝑚𝑚𝜒𝜒1 ,𝑚𝑚𝜒𝜒2 ,𝜃𝜃, 𝜖𝜖,𝛼𝛼𝐷𝐷

La Thuile 2025 – Tau and dark sector physics at Belle and Belle II (M. Campajola) 

new result

Δm

Δm = m(χ2) − m(χ1) ( > 0)



Experimental Signature 

• challenging for tracking (displaced), trigger  

• Four tracks in the final state 

• (up to) two displaced vertices 

✓  “pointing” 

✓  “non-pointing” 

• missing energy due to stable  

• very small SM background (“smoking gun”)

h′￼→ x+x− (x = μ, π, K)
χ2 → χ1A′￼(→ e+e−)

χ1

adapted from Duerr, Ferber et al, JHEP04 (2021) 146
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Dark sector with dark higgs , dark photon   

• DM particles  with  

•  (lightest DS particle) — stable & relic DM candidate  

• Focus on  for  

h′￼ A′￼

χ2, χ1 Δm = m(χ2) − m(χ1) ( > 0)
χ1

m(A′￼) > m(χ2) + m(χ1) A′￼→ χ1χ2

Inelastic DM,  Introduction

3

m(x+x→) distribution. We present our results as model-
independent limits on the product of the production cross
section ωprod = ω (e+e→ → h↑ε1ε2) and the branching
fractions B (h↑ → x+x→) ↑ B (ε2 → ε1e+e→). In addi-
tion to the model-independent search, we interpret our
results as a model-dependent limit on the mixing angle
ϑ as a function of the h↑ mass, and as a limits on y as a
function of the ε1 mass.

FIG. 1. Feynman diagram depicting the search channel for
A

→ production in association with a h
→ with subsequent decays

into both visible and dark sector states. Here x
+
x
↑ indicates

µ
+
µ
↑, ω

+
ω
↑, or K

+
K

↑. Mixing between dark sector and
visible states is indicated by black dots.

We use a 365 fb→1 data sample [19] collected at a
center-of-mass (c.m.) energy of

↓
s = 10.58GeV by the

Belle II experiment [20] at the SuperKEKB e+e→ col-
lider [21]. The beam energies are 7GeV for e→ and 4GeV
for e+, resulting in a boost ϖϱ = 0.28 of the c.m. frame
relative to the laboratory frame.

The Belle II detector consists of a variety of sub-
detectors surrounding the interaction point (IP) in a
cylindrical manner. The trajectories of charged parti-
cles (tracks) are reconstructed by a combination of a
two-layer silicon-pixel detector, a four-layer silicon-strip
detector, and a central drift chamber (CDC). The track-
ing detectors are surrounded by time-of-propagation and
aerogel ring-imaging Cherenkov detectors used for par-
ticle identification (PID). The PID detectors cover an
angular region of 14↓ < ϑpolar < 124↓. Photons are
reconstructed by an electromagnetic calorimeter (ECL)
that also serves in the identification of electrons covering
12↓ < ϑpolar < 155↓. The ECL is surrounded by a 1.5T
superconducting solenoid. The outermost sub-detector
is a K0

L and muon detector (KLM) which is installed
in the iron flux return of the solenoid. The longitudi-
nal direction, the transverse plane, and the polar angle
ϑpolar are defined with respect to the detector’s solenoidal
axis in the direction of the electron beam. In the follow-
ing, quantities are defined in the laboratory frame unless
specified otherwise.

We use simulated events to optimize the event se-
lection, and to determine e!ciencies and signal resolu-
tions. Signal events are generated using a combination

of MadGraph5@NLO [22] and EVTGEN [23] taking into
account e”ects of initial state radiation (ISR) [24]. Fur-
thermore, we consider e”ects from electromagnetic fi-
nal state radiation in the decay of the h↑ using PHO-
TOS [25, 26]. To correct for e!ciency di”erences caused
by di”erent beam background conditions, we gener-
ate signal simulations for a variety of di”erent data-
taking conditions using beam-induced backgrounds sam-
pled from data overlaid with simulated signal events and
find an approximately linear correlation between back-
ground level and signal e!ciency. We use the e!ciency
obtained from a linear fit at the luminosity-weighted av-
erage beam background level of our dataset. Motivated
by Ref. [7] and a previous search for a similar model [11],
we consider values of m(A↑) = 3m(ε1) and 4m(ε1),
#m = 0.2m(ε1), 0.4m(ε1) and 1.0m(ε1), and ςD =
0.1 and 0.5. For all possible combinations of these val-
ues, we generate events for h↑ masses between 0.2 GeV/c2

and 3.0 GeV/c2 in about 45 steps of varying size and var-
ious lifetimes 0.1 < cφ(h↑) < 10000 cm in steps that
are approximately equidistant on a logarithmic scale;
we generate events for m(ε1) between 0.2 GeV/c2 and
3.0 GeV/c2 in 30 steps of 0.1 GeV/c2, and various life-
times 0.01 < cφ(ε2) < 1000 cm in variable steps. Since
m(A↑) > m(ε1)+m(ε2), the A↑ in the ε2 decay is always
o”-shell, while the A↑ produced in association with the
h↑ can be either on-shell or o”-shell with A↑ masses up
to 12 GeV/c2. The lifetime of the A↑ is negligible for all
values of ↼ probed in this analysis.

We simulate the following background processes:
e+e→ → $(4S) → BB with EvtGen; e+e→ → qq̄(ϱ)
where q = u, d, s, c with KKMC [27] interfaced with
PYTHIA8 [28] and EvtGen; e+e→ → µ+µ→(ϱ) and
e+e→ → φ+φ→(ϱ) with KKMC; e+e→ → e+e→e+e→,
e+e→ → e+e→µ+µ→, e+e→ → µ+µ→µ+µ→, e+e→ →
e+e→φ+φ→, and e+e→ → µ+µ→φ+φ→ with AAFH [29];
e+e→ → φ+φ→φ+φ→ with KoralW [30]; e+e→ →
e+e→↽+↽→, e+e→ → e+e→K+K→, and e+e→ → e+e→pp̄
with TREPS [31]; e+e→ → e+e→(ϱ) and e+e→ → ϱϱ(ϱ)
with Babayaga.NLO [32]; e+e→ → K0

SK
0
Lϱ, e+e→ →

↽+↽→ϱ, e+e→ → K+K→ϱ, and e+e→ → ↽+↽→↽0ϱ with
PHOKHARA [33]. Decays of φ leptons are simulated
with TAUOLA [34] for KKMC, and using PYTHIA8 for
all other event generators. The detector geometry and in-
teractions of final-state particles with detector material
are simulated using GEANT4 [35]. Both experimental
and simulated events are reconstructed and analyzed us-
ing the Belle II software [36, 37]. We examine the exper-
imental data only after finalizing the analysis selection.
All selection criteria are chosen by iteratively optimizing
the figure-of-merit for a discovery with a significance of
five standard deviations [38]. To avoid additional com-
plexity of the analysis we chose a single set of selections
for all model parameter combinations.

We use events selected by a calorimeter-only trigger,
which requires the sum of energy depositions in the polar
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Signal extraction procedure

• cut-and-count for signal 
extraction  
✓ count events in narrow 

window of   

• Background estimation using 
data sideband in , 
not to rely on MC 
✓ full mass range for  

and  
✓ for , split the mass 

region at 1 GeV

M(x+x−)

M(x+x−)

μ+μ−

K+K−

π+π−

PRL 135, 131801 (2025)
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3%, while uncertainties for µ, ω, and K are below 1%.
We account for a lifetime-dependent e!ect on PID by
introducing an additional systematic uncertainty, evalu-
ated using K0

S and ” decays. For very displaced vertices,
these uncertainties can reach up to 10%. The uncertainty
on the luminosity is 0.47% [19]. The limited number of
simulated events for each signal configuration introduces
systematic uncertainties at the level of 1–2% for most pa-
rameter configurations but can reach up to 10% for very
long lifetimes. We verify that our interpolation proce-
dure between simulated mass points does not introduce
a significant additional uncertainty. We estimate the un-
certainty introduced by splitting the mass region in the
ω+ω→ final state by varying the split point to 0.9 GeV/c2

and 1.2 GeV/c2, respectively, and take the maximum de-
viation from the nominal background level as the uncer-
tainty ε.

We find no events in the µ+µ→ final state, 8 events in
the ω+ω→ final state, and one event in the K+K→ final
state. The M(ω+ω→) distribution in the h↑ → ω+ω→ fi-
nal state is shown in Fig. 2. The statistical model used
to compute the signal significances and p-values is dis-
cussed in Appendix A. The largest local significance for
the model-independent search is 2.9ϑ, including system-
atic uncertainties, found near m(h↑) = 0.531 GeV/c2 for
the ω+ω→ final state for a lifetime of cϖ = 1.0 cm. Taking
into account the look-elsewhere e!ect [43], this excess has
a global significance of 1.1ϑ.

FIG. 2. Distribution of M(ω+
ω
→) together with the stacked

contributions from the various simulated SM background
samples for h

↑ → ω
+
ω
→ candidates. Simulation is normal-

ized to a luminosity of 365 fb→1 .

With the method described in Appendix B, we com-
pute 95% Bayesian credibility level upper limits on ϑsig =
ϑprod ↑ B (ϱ2 → ϱ1e+e→) ↑ B (h↑ → x+x→) using the
Bayesian Analysis Toolkit software package [44, 45]. The
observed upper limits, including systematic uncertain-
ties, are shown in the supplemental material [46]. Us-
ing a Je!reys prior [47] would decrease the upper limits

on ϑsig by up to 30% with respect to the uniform prior.
The systematic uncertainties weaken the limits, with the
largest increase of 2.5% occurring for heavy h↑ with small
lifetimes.
For the model-dependent interpretations, we multiply

the p-values in all relevant and kinematically accessible
analysis channels, again separately for various lifetimes.
For the calculation of the model-dependent upper lim-

its on ϑprod ↑B (ϱ2 → ϱ1e+e→) we multiply the individ-
ual likelihoods weighted by the theoretical h↑ branching
fractions from Ref. [48]. For each h↑ mass value, we deter-
mine the value of sin ς such that the resulting predicted
value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals the 95% ex-
cluded ϑprod ↑ B (ϱ2 → ϱ1e+e→). To calculate the pre-
diction, we fix ϑprod and the ϱ2 branching fractions to the
theoretical values from Ref. [7] taking into account ISR.
Fig. 3 shows the observed upper limit on sin ς for one
specific choice of model parameters. Similarly, for each
m(ϱ1), we determine the value of y such that the result-
ing predicted value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals
the 95% excluded ϑprod↑B (ϱ2 → ϱ1e+e→). Fig. 4 shows
the observed upper limit on y for a specific choice of
model parameters. In general, ϑprod increases with φ2,
the lifetime of the h↑ increases with 1/(sin ς)2, and the
lifetime of the ϱ2 increases with 1/φ2. Additional plots
and detailed numerical results for many more parameter
combinations can be found in the supplemental mate-
rial [46].

FIG. 3. Exclusion regions at 95% credibility level in the
plane of the sine of the mixing angle ε and dark Higgs mass
m(h↑) from this work (teal) together with existing constraints
at 90% confidence level from PS191 [49], E949 [50], NA62 [51,
52], KOTO [10, 53], KTeV [54], and BABAR [48, 55], and at
95% confidence level from MicroBooNE [10, 56, 57], L3 [10,
58], CHARM [48, 59], LHCb [48, 60, 61], Belle II [62], and
CMS [63] for ϑD = 0.1, m(A↑) = 3m(ϖ1), !m = 0.4m(ϖ1),
ϱ = 1.5 ↑ 10→3, and m(ϖ1) = 2.5 GeV/c2. Constraints col-
ored in gray with dashed outline are reinterpretations not
performed by the experimental collaborations. All constraints
except for the one from this work do not require the presence
of a dark photon or iDM.

No significant excess in any mode (or combined)

• 8 event in  (consistent with background)  
✓ largest local significance of  (  global) at 

π+π−

2.9σ 1.1σ m(h′￼) = 0.531 GeV
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No significant excess in any mode (or combined)

• 8 event in  (consistent with background)  

• 1 event in , 0 event in 
π+π−

K+K− μ+μ− 11

TABLE I. Reconstructed h
→ mass and vertex positions of the

h
→ and the ω2 for all events passing the final event selection. z

and ε =
√

x2 + y2 are the longitudinal and transverse vertex
positions.

M(x+
x
↑) ε(h→) z(h→) ε(ω2) z(ω2) Final State

(in GeV/c2) (in cm) (in cm) (in cm) (in cm)

0.306 22.208 17.772 0.015 0.058 h
→ → ϑ

+
ϑ
↑

0.332 35.565 1.304 0.013 0.006 h
→ → ϑ

+
ϑ
↑

0.461 16.944 -9.659 0.006 -0.044 h
→ → ϑ

+
ϑ
↑

0.532 78.67 57.687 0.009 0.096 h
→ → ϑ

+
ϑ
↑

0.534 90.034 -0.179 30.308 41.711 h
→ → ϑ

+
ϑ
↑

0.558 41.612 -19.201 0.002 0.058 h
→ → ϑ

+
ϑ
↑

0.737 13.776 10.743 0.025 -0.04 h
→ → ϑ

+
ϑ
↑

0.861 0.08 0.16 0.795 0.341 h
→ → ϑ

+
ϑ
↑

1.455 13.334 21.314 0.011 -0.03 h
→ → K

+
K

↑

This material is submitted as supplementary informa-
tion for the Electronic Physics Auxiliary Publication Ser-
vice.

Appendix C: Double-Sided Crystal Ball Function

The double-sided Crystal Ball function used for the
determination of the signal width ω is defined as

f
(
x; ε!

)
= N ·






Al

(
Bl → x→µ

ω

)→nl for x→µ
ω < →ϑl

exp
(
→ (x→µ)2

2ω2

)
for → ϑl ↑ x→µ

ω ↑ ϑr

Ar

(
Br → x→µ

ω

)→nr
for x→µ

ω > ϑr

,

(C1)

with

ε! = (µ,ω,ϑl,ϑr, nl, nr) , (C2)

Al/r =

(
nl/r

|ϑl/r|

)nl/r

exp

(
→
|ϑl/r|2

2

)
, (C3)

Bl/r =
nl/r

|ϑl/r|
→ |ϑl/r|. (C4)

Appendix D: Observed Events

We found 8 events in the ϖ+ϖ→ final state, and 1 event
in the K+K→ final state passing all selection require-
ments. The reconstructed h↑ mass and vertex positions
of the h↑ and the ϱ2 for these events are summarized in
Tab. I.

Reconstructed h↑ mass distributions for h↑ ↓ µ+µ→,
h↑ ↓ ϖ+ϖ→, and h↑ ↓ K+K→ are shown in Fig. S1.
The same distributions but with a limited mass range
around the K0

S veto region without the K0
S veto applied

are shown in Fig. S2. Due to mis-reconstruction, con-
tributions from K0

S are also visible in the non-pion final
states.

FIG. S1. Distribution of M(x+
x
↑) together with the stacked

contributions from the various simulated SM background
samples for h

→ → µ
+
µ
↑ (top), h

→ → ϑ
+
ϑ
↑ (center), and

h
→ → K

+
K

↑ (bottom) candidates. Simulation is normalized
to a luminosity of 365 fb↑1 .

11

TABLE I. Reconstructed h
→ mass and vertex positions of the

h
→ and the ω2 for all events passing the final event selection. z

and ε =
√

x2 + y2 are the longitudinal and transverse vertex
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Appendix D: Observed Events

We found 8 events in the ϖ+ϖ→ final state, and 1 event
in the K+K→ final state passing all selection require-
ments. The reconstructed h↑ mass and vertex positions
of the h↑ and the ϱ2 for these events are summarized in
Tab. I.

Reconstructed h↑ mass distributions for h↑ ↓ µ+µ→,
h↑ ↓ ϖ+ϖ→, and h↑ ↓ K+K→ are shown in Fig. S1.
The same distributions but with a limited mass range
around the K0

S veto region without the K0
S veto applied

are shown in Fig. S2. Due to mis-reconstruction, con-
tributions from K0

S are also visible in the non-pion final
states.

FIG. S1. Distribution of M(x+
x
↑) together with the stacked

contributions from the various simulated SM background
samples for h

→ → µ
+
µ
↑ (top), h

→ → ϑ
+
ϑ
↑ (center), and

h
→ → K

+
K

↑ (bottom) candidates. Simulation is normalized
to a luminosity of 365 fb↑1 .
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3%, while uncertainties for µ, ω, and K are below 1%.
We account for a lifetime-dependent e!ect on PID by
introducing an additional systematic uncertainty, evalu-
ated using K0

S and ” decays. For very displaced vertices,
these uncertainties can reach up to 10%. The uncertainty
on the luminosity is 0.47% [19]. The limited number of
simulated events for each signal configuration introduces
systematic uncertainties at the level of 1–2% for most pa-
rameter configurations but can reach up to 10% for very
long lifetimes. We verify that our interpolation proce-
dure between simulated mass points does not introduce
a significant additional uncertainty. We estimate the un-
certainty introduced by splitting the mass region in the
ω+ω→ final state by varying the split point to 0.9 GeV/c2

and 1.2 GeV/c2, respectively, and take the maximum de-
viation from the nominal background level as the uncer-
tainty ε.

We find no events in the µ+µ→ final state, 8 events in
the ω+ω→ final state, and one event in the K+K→ final
state. The M(ω+ω→) distribution in the h↑ → ω+ω→ fi-
nal state is shown in Fig. 2. The statistical model used
to compute the signal significances and p-values is dis-
cussed in Appendix A. The largest local significance for
the model-independent search is 2.9ϑ, including system-
atic uncertainties, found near m(h↑) = 0.531 GeV/c2 for
the ω+ω→ final state for a lifetime of cϖ = 1.0 cm. Taking
into account the look-elsewhere e!ect [43], this excess has
a global significance of 1.1ϑ.

FIG. 2. Distribution of M(ω+
ω
→) together with the stacked

contributions from the various simulated SM background
samples for h

↑ → ω
+
ω
→ candidates. Simulation is normal-

ized to a luminosity of 365 fb→1 .

With the method described in Appendix B, we com-
pute 95% Bayesian credibility level upper limits on ϑsig =
ϑprod ↑ B (ϱ2 → ϱ1e+e→) ↑ B (h↑ → x+x→) using the
Bayesian Analysis Toolkit software package [44, 45]. The
observed upper limits, including systematic uncertain-
ties, are shown in the supplemental material [46]. Us-
ing a Je!reys prior [47] would decrease the upper limits

on ϑsig by up to 30% with respect to the uniform prior.
The systematic uncertainties weaken the limits, with the
largest increase of 2.5% occurring for heavy h↑ with small
lifetimes.
For the model-dependent interpretations, we multiply

the p-values in all relevant and kinematically accessible
analysis channels, again separately for various lifetimes.
For the calculation of the model-dependent upper lim-

its on ϑprod ↑B (ϱ2 → ϱ1e+e→) we multiply the individ-
ual likelihoods weighted by the theoretical h↑ branching
fractions from Ref. [48]. For each h↑ mass value, we deter-
mine the value of sin ς such that the resulting predicted
value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals the 95% ex-
cluded ϑprod ↑ B (ϱ2 → ϱ1e+e→). To calculate the pre-
diction, we fix ϑprod and the ϱ2 branching fractions to the
theoretical values from Ref. [7] taking into account ISR.
Fig. 3 shows the observed upper limit on sin ς for one
specific choice of model parameters. Similarly, for each
m(ϱ1), we determine the value of y such that the result-
ing predicted value of ϑprod ↑ B (ϱ2 → ϱ1e+e→), equals
the 95% excluded ϑprod↑B (ϱ2 → ϱ1e+e→). Fig. 4 shows
the observed upper limit on y for a specific choice of
model parameters. In general, ϑprod increases with φ2,
the lifetime of the h↑ increases with 1/(sin ς)2, and the
lifetime of the ϱ2 increases with 1/φ2. Additional plots
and detailed numerical results for many more parameter
combinations can be found in the supplemental mate-
rial [46].

FIG. 3. Exclusion regions at 95% credibility level in the
plane of the sine of the mixing angle ε and dark Higgs mass
m(h↑) from this work (teal) together with existing constraints
at 90% confidence level from PS191 [49], E949 [50], NA62 [51,
52], KOTO [10, 53], KTeV [54], and BABAR [48, 55], and at
95% confidence level from MicroBooNE [10, 56, 57], L3 [10,
58], CHARM [48, 59], LHCb [48, 60, 61], Belle II [62], and
CMS [63] for ϑD = 0.1, m(A↑) = 3m(ϖ1), !m = 0.4m(ϖ1),
ϱ = 1.5 ↑ 10→3, and m(ϖ1) = 2.5 GeV/c2. Constraints col-
ored in gray with dashed outline are reinterpretations not
performed by the experimental collaborations. All constraints
except for the one from this work do not require the presence
of a dark photon or iDM.
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FIG. 4. Exclusion regions at 95% credibility level in the
plane of the dimensionless variable y = ω

2
εD(m(ϑ1)/m(A→))4

and DMmassm(ϑ1) from this work (teal) together with exist-
ing constraints at 90% confidence level from CHARM [12, 17],
NuCal [12, 15, 16], and BABAR [6, 14]) for εD = 0.1,
m(A→) = 3m(ϑ1), !m = 0.4m(ϑ1), sin ϖ = 2.6 → 10↑4, and
m(h→) = 0.4 GeV/c2. Constraints colored in gray with dashed
outline are reinterpretations not performed by the experimen-
tal collaborations. All constraints except for the one from this
work do not require the presence of a dark Higgs boson or
iDM.

In conclusion, we report the first search for a dark
Higgs in association with inelastic DM, using 365 fb→1 of
Belle II e+e→ data. We do not observe a significant ex-
cess above the background. We set 95% credibility level
upper limits on ω (e+e→ → h↑ε1ε2)↑B (ε2 → ε1e+e→)↑
B (h↑ → x+x→). Depending on the combination of model
parameters, the limits improve over existing searches by
up to two orders of magnitude.
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Inelastic DM,  Results

Model-dependent limits on the coupling strengths and 
parameters

• shown here for a specific choice 

• many more plots (~30), for different parameter sets 

• (Right plot) non-Belle II limits do not assume , so 
less model-dependent

h′￼

See Appendix for 
meaning of the 

parameters
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ωD = 0.1

ε = 1.5→ 10→3

m(ϑ1) = 2.5 GeV

m(A↑) = 3m(ϑ1)

!m = 0.4m(ϑ1)

sin ϖ = 2.6→ 10→4

PRL 135, 131801 (2025)
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Axion-like particle (ALP)
• Solution to Strong CP problem

• PQ mechanism (1977)
• U(1) global symmetry and scalar field
• SSB => axion field (1978)

• QCD axion: 𝑚𝑎
2𝑓𝑎

2 ∼ 𝑚𝜋
2𝑓𝜋

2 (cf. ALP)

• Cosmological implication
• Accounting for dark matter (1983)

• Axion models

Axion dark matter
CAU-BSM 2025 Axion search 1

Model PQWW DFSZ KSVZ
QCD anomaly SM ferminons BSM fermions

Spont. breaking 2 Higgs 2Higgs+singlet Higgs+singlet

𝑓𝑎 scale Standard 
(𝑓𝑎 ~ 𝑣𝐸𝑊) Invisible (𝑓𝑎 ≫ 𝑣𝐸𝑊)

Remark Ruled out Benchmark

Absence of nEDM

vs.

𝐿𝑄𝐶𝐷 ∋ 𝜃
𝛼𝑠

32𝜋 𝐺 ෨𝐺 ⟹  𝜃 −
𝑎(𝑥)

𝑓𝑎

𝛼𝑠
32𝜋 𝐺 ෨𝐺

Goldstone boson

Spontaneous Symmetry Breaking

𝑎(𝑥) = 𝜃 × 𝑓𝑎 at 
minimum 

• Axion coupling

• Detection principle
• Sikivie effect (1983)

• Macroscopic Primakoff

Interactions and detection
CAU-BSM 2025 Axion search 2

Photons Fermions nEDMs

Hamiltonian 𝑔𝑎𝛾𝛾𝑎𝑬 ⋅ 𝑩 𝑔𝑎𝑓𝑓𝜵𝑎 ⋅ ො𝒔 𝑔𝐸𝐷𝑀𝑎ො𝒔 ⋅ 𝑬

Observable Photon Spin precession Oscillating EDM

Detection method Power spectrum, 
photon counter, …

Magnetometer, NMR, 
… NMR, polarimeter, …

Axion as solution to Strong CP problem
• Peccei-Quinn mechanism (1977) 

• QCD axion:  (cf. ALP) 

Cosmological implication
• Accounting for dark matter (1983) 
• or, can be a portal to dark sector 

Detection principle
• Sikivie effect (1983)

𝑚2
𝑎𝑓2

𝑎 ∼ 𝑚2
𝜋𝑓2

𝜋
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Absence of n-EDM



33

) Ready for dark matter searches (single or triple � triggers)
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e+e� ! �X ! �(��)
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• to search for axion-like particles in  for  (i.e.  final state) 
and invisible (i.e.  missing ( ))

e+e− → γa a → γγ 3γ
a → γ + E, ⃗p

Photon measurement at Belle II
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• Search for ALP in  for  (i.e.  
final state) and invisible (i.e.     )

e+e− → γa a → γγ 3γ
a → γ+
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in the simulation for the E� > 0.65GeV (E� > 1.0GeV)
selection. No correction is applied and we assign the sum
of the full di↵erence and its uncertainty as a systematic
uncertainty for the selection e�ciency. We assess the
di↵erence in the photon-energy reconstruction between
data and simulation by using radiative muon-pair events
in which we compare the predicted recoil energy calcu-
lated from the muon-pair momenta with the energy of
the photon candidate. We correct for the observed linear
energy bias that ranges from 0 (low energy) to 0.5% (high
energy). We vary the energy selection by ±1% and the
angular-separation selection by the approximate position
resolution of ± 5mrad, and take the respective full di↵er-
ence in the signal selection e�ciency with respect to the
nominal selection as a systematic uncertainty. We add
these three uncertainties in quadrature assuming no cor-
relations amongst them. The total relative uncertainty
due to the selection e�ciency is approximately 5.5% for
ALP masses above 0.5GeV/c2, and increases to approx-
imately 8% for the lightest ALP masses considered. As
additional systematic checks we vary the photon-timing
selection by ±1 and the shower-shape classifier selection
by ± 5% to account for possible between data and sim-
ulation samples, the invariant mass M��� selection by

± 0.002GeV/c2 to account for uncertainties in the beam
energy, and the polar-angle-acceptance selection by prop-
agating the e↵ect of a ±2mm shift of the interaction
point relative to the calorimeter to account for maximal
possible misalignment of the ECL. For all of these checks,
we find that they have a negligible e↵ect on the signal se-
lection e�ciency, so we do not associate any systematic
uncertainty with them.

We extract the signal yield as a function of
ma by performing a series of independent binned
maximum-likelihood fits. We use 100 bins for each
fit range. The fits are performed in the range
0.2 < ma < 6.85GeV/c2 for the M2

�� spectrum, and in
the range 6.85 < ma < 9.7GeV/c2 for the M2

recoil spec-
trum. The resolution of M2

�� worsens with increasing
ma, while that of M2

recoil improves with increasing ma

(see Fig. 2). The transition between M2
�� and M2

recoil fits
is determined as the point of equal sensitivity obtained
using background simulations.

The signal probability density function (PDF) has
two components: a peaking contribution from cor-
rectly reconstructed signal photons and a combinatorial-
background contribution from the other two combina-
tions of photons. We model the peaking contribution
using a Crystal Ball (CB) function [28]. The mass-
dependent CB parameters used in the fits to data are
fixed to those obtained by fitting simulated events. For
the simulated M2

recoil distribution, the CB mean is found
to be unbiased. For the simulated M2

�� distribution, we
observe a linear bias of the CB mean of about 0.5% re-
sulting from the combination of two photons with asym-
metric reconstructed-energy distributions. This bias is

FIG. 2. M2
�� and M2

recoil resolutions with uncertainty as a
function of ALP mass ma. The inset shows a zoom of the
low-mass region ma < 1GeV/c2.

determined to have negligible impact on the signal yield
and mass determination; therefore, no attempt to cor-
rect for it is made. Combinatorial-background contri-
butions from the wrong combinations of photons in sig-
nal events are taken into account by adding a mass-
dependent, one-dimensional, smoothed kernel density es-
timation (KDE) [29] PDF obtained from signal simula-
tion. The fits are performed in steps of ma that cor-
respond to half the CB width (�CB) for the respective
squared mass. This results in a total of 378 fits to the
M2

�� distribution and 124 fits to the M2
recoil distribu-

tion. CB signal parameters are interpolated between the
known simulated masses, and the KDE shape is taken
from the simulation sample generated with the closest
value of ma to that assumed in the fit.
The photon-energy resolution �(E�)/E� in simulation

is about 3% for E� = 0.65GeV and improves to about
2% for E� > 1GeV. Using the same muon-pair sample
as used for the photon-energy bias study, we find that the
photon energy resolution in simulation is better than that
in data by at most 30% at low energies. Therefore, we ap-
ply an energy-dependent additional resolution smearing
to our simulated signal samples before determining the
CB resolution parameter �CB; we assume conservatively
that the full observed di↵erence between data and simu-
lation is due to the photon-energy-resolution di↵erence.
We assign half of the resulting mass-resolution di↵er-
ence as a systematic uncertainty. The e↵ect of a ±2mm
shift of the interaction point relative to the calorimeter
is found to have a negligible impact on the the mass res-
olution and is not included as a systematic uncertainty.
We describe the backgrounds by polynomials of the

minimum complexity consistent with the data features.
Polynomials of 2nd to 5th order are used: 2nd for 0.2 <
ma  0.5GeV/c2, 4th for 0.5 < ma  6.85GeV/c2, and
5th for 6.85 < ma  9.7GeV/c2. The background poly-

M2 resolution
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• fit  for  GeV

• fit  for  GeV,
• Look for resonance in the fit

M2
γγ 0.2 < ma < 6.85

M2
rec ma > 6.85

PRL 125, 161806 (2020)

ALP search (1) in e+e− → γa
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FIG. 5. Upper limit (95% CL) on the ALP-photon cou-
pling from this analysis and previous constraints from electron
beam-dump experiments and e+e� ! �+invisible [6, 9], pro-
ton beam-dump experiments [8], e+e� ! �� [10], a photon-
beam experiment [11], and heavy-ion collisions [12].

10�3. These limits are almost one order of magnitude
more restrictive than existing limits from LEP [10]. In
the future, with increased luminosity, Belle II is expected
to improve the sensitivity to ga�� by more than one order
of magnitude [6].
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nomial parameters are not fixed by simulation but are
free parameters of each data fit. Each fit is performed in
a mass range that corresponds to �20�CB to +30�CB for
M2

�� , and �25�CB to +25�CB for M2
recoil. In addition,

the fit ranges are constrained between M2
�� > 0GeV2/c4

and M2
recoil < 100.5GeV2/c4. The choice of the order of

background polynomial and fit range is optimized based
on the following conditions: giving a reduced �2 close
to one, providing locally smooth fit results, and being
consistent with minimal variations between adjacent fit
ranges. Peaking backgrounds from e+e� ! P� are very
small compared to the expected statistical uncertainty
on the signal yield and found to be modeled adequately
by the polynomial background PDF.

The systematic uncertainties due to the signal e�-
ciency and the signal mass resolution are included as
Gaussian nuisance parameters with a width equal to the
systematic uncertainty. The systematic uncertainty due
to the background shape, which is the dominant source
of systematic uncertainty, is estimated by repeating all
fits with alternative fit ranges changed by ±5�CB and
with the polynomial orders modified by ±1. For each
mass value ma, we report the smallest of all signal signif-
icance values determined from each background model.
The local significance including systematic uncertainties
is given by S =

p
2 ln(L/Lbkg), where L is the maximum

likelihood for the fit, and Lbkg is the likelihood for a fit to
the background-only hypothesis. The local significances,
multiplied by the sign of the signal yield, are shown in
Fig. 3. The largest local significance, including system-
atic uncertainties, is found near ma = 0.477GeV/c2 with
a value of S = 2.8�.

FIG. 3. Local signal significance S multiplied by the
sign of the signal yield, including systematic uncertainties,
as a function of ALP mass ma. The vertical dashed lines
indicate (from left to right) changes in the default back-
ground PDF (0.5GeV/c2), in the photon energy selection cri-
teria (4.0GeV/c2), and in the invariant-mass determination
method (6.85GeV/c2).

By dividing the signal yield by the signal e�ciency

and the integrated luminosity, we obtain the ALP cross
section �a. We compute the 95% confidence level (CL)
upper limits on �a as a function of ma using a one-sided
frequentist profile-likelihood method [30]. For eachma fit
result, we report the least stringent of all 95% confidence
level (CL) upper limits determined from the variations of
background model and fit range. We convert the cross-
section limit to the coupling limit using

�a =
g2a��↵QED
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where ↵QED is the electromagnetic coupling [6]. This
calculation does not take into account any energy de-
pendence of ↵QED and ga�� itself [31]. An additional
0.2% collision-energy uncertainty when converting �a to
ga�� results in a negligible additional systematic uncer-
tainty. Our median limit expected in the absence of a
signal and the observed upper limits on �a are shown
in Fig. 4. The observed upper limits on the photon cou-
plings ga�� of ALPs, as well as existing constraints from
previous experiments, are shown in Fig. 5. Additional
plots and numerical results can be found in the Supple-
mental Material [32]. Our results provide the best limits
for 0.2 < ma < 5GeV/c2. This region of ALP param-
eter space is completely unconstrained by cosmological
considerations [33]. The remaining mass region below
0.2GeV/c2 is challenging to probe at colliders due to the
poor spatial resolution of photons from highly boosted
ALP decays, and irreducible peaking backgrounds from
⇡0 production.

FIG. 4. Expected and observed upper limits (95% CL) on
the ALP cross section �a. The vertical dashed lines are the
same as those in Fig. 3.

In conclusion, we search for e+e� ! �a, a ! �� in the
ALP mass range 0.2 < ma < 9.7GeV/c2 using Belle II
data corresponding to an integrated luminosity of
445 pb�1. We do not observe any significant excess of
events consistent with the signal process and set 95%CL
upper limits on the photon coupling ga�� at the level of
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ALP search (1) in e+e− → γa
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ALP search (2) 
in  B → K(*)a(→ γγ)

Dr. Sungjin Cho  
(IBS/CUP)

to study one-loop impact of  coupling (gaW) on rare B-meson decaysaWW
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 for ALP, Intro.B → K(*)γγ
Search for axion-like particle (ALP) 

•  (assume dominant)  

• also assume (mostly) prompt decay, but non-
zero lifetime is considered for efficiency loss  

• if no signal, set upper limits on ALP-  
coupling, gaW [#] 

• search region:  

• no sensitivity for  regions 

Procedure 

• continuum suppression and  veto 
with separate Fast-BDT’s  (T. Keck, Comp Softw Big Sci 
1, 2 (2017)) 

• then apply extra cuts to suppress  
background

a → γγ

W

0.16 < ma < 4.20 (4.50) GeV
π0, η, η′￼

π0 → γγ

B → Xsγ

Youngjoon Kwon (Yonsei U.)                                                        Jan. 23, 2026                                                        Fermilab Wine & Cheese

[#] PRL 118, 111802 (2017)  

JHEP 2025, 109 (2025)
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Data vs. MC compared

• for  mode, after MVA 

• (top) 0.1 < M𝛄𝛄 < 1.0 GeV 

• (bottom) 1.0 < M𝛄𝛄 < 4.5 GeV 

K+a

 for ALP, Results w/ Belle dataB → K(*)γγ
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Signal extraction by 1D max. 
likelihood fit to Mγγ

Figure 2: Diphoton invariant mass distribution of ALP candidates in B+
→ K+a decay,

overlaid with simulated background contributions from e+e→ → qq (blue vertical hatched),

e+e→ → ω (4S) → B+B→ (red cross-hatched), and e+e→ → ω (4S) → B0B0 (green diagonal

hatched) normalized to the experimental data luminosity, with all weights applied.

components from h → εε (h = ϑ0, ϖ, or ϖ↑) are modelled with double-sided Crystal Ball

functions.

We perform a mass scan with a step size equal to the high-side mass resolution param-

eter from the Crystal Ball signal, ϱR
ωω . The latter varies with the ALP mass, ranging from

7.8MeV at ma = 0.160GeV to 19.4MeV at ma = 1.9GeV, and decreasing to 17.9MeV at

ma = 4.5GeV. Each fit range extends over an Mωω interval with a width of 9↑ (ϱR
ωω+ϱL

ωω),

where ϱL
ωω is the low-side Crystal Ball resolution parameter. The signal peak shape param-

eters depend on the ALP mass, and are derived from the corresponding signal samples.

The shape parameters and position of the peaking background are fixed based on values

obtained from the simulation. The combinatorial background parameters are floating in

the fit, along with the signal and peaking background normalization.

Due to the peaking background from ϑ0, ϖ and ϖ↑ decays, masses below 0.160GeV, in
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Fitted results

• for each  mode 

✓ (top) signal yield 

✓ (bottom) significance 
level 

• the gray vertical bands 
correspond to , , and  
veto regions 

K(*)

π0 η η′￼

K0
Sa K+a

K*0a K*+a

 for ALP, Results w/ Belle dataB → K(*)γγ

Youngjoon Kwon (Yonsei U.)                                                        Jan. 23, 2026                                                        Fermilab Wine & Cheese

JHEP 2025, 109 (2025)



40

 for ALP, Upper limits on gaWB → K(*)γγ
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90% CL upper limits on gaW as a function of ma
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Ldt = 711 fb�1 B ! K(⇤)a(! ��)

Figure 4: 90% CL upper limits on the coupling gaW as a function of the ALP mass

obtained with the CLs method with simultaneous fit to the four kaon modes. The green and

yellow bands are the ±1 and ±2 standard deviation ranges, respectively, for the expected

upper limits in the background only model. The red bands are the excluded ω0, ε and

ε→ mass regions. The vertical dashed line indicates the nominal εc mass. Systematic

uncertainties are included in the figure.

average values [37].

In addition, a toy Monte Carlo (ToyMC) study [49] — a simplified, fast simulation

in which observables are sampled from probability density functions (p.d.f.) — is carried

out to evaluate the fitting bias and signal sensitivity. Ten thousand pseudo-datasets are

generated for each ALP mass hypothesis across the four kaon modes using the fitted p.d.f.

and the Poisson distribution of signal and background yield obtained from the fit. The

result of fits on pseudo-data from the ToyMC has a small negative bias of 4.2%→ϑSig. This

is applied as a correction factor to the signal yields in data.

For all ALP mass hypotheses and kaon modes, the decay yield of B ↑ K(↑)a(↑ ϖϖ)

is measured under the assumption that all signal events originate from the prompt decay

of the ALP. However, the ALP can be long-lived, and the displaced vertex reduces the

signal e!ciency. The primary reason for the reduced signal e!ciency is the assumption

that the photons originate from the IP. The calculated opening angle between the two

photons, which enters the ALP mass calculation, is systematically smaller than the true

value, which produces a low-side tail on the reconstructed mass distribution. The fit using

Crystal Ball parameters from prompt decays systematically underestimates the number

of signal events for displaced vertices, e”ectively reducing the e!ciency. To quantify this

e”ect, signal processes with lifetimes cϱ of 10mm, 50mm, 100mm, 200mm, 300mm, 400mm

– 9 –
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Figure 5: The 90% CL upper limits on the coupling gaW from a simultaneous fit to the four

B → K(→)a modes as a function of the ALP mass, compared with existing constraints [25,

26, 58, 59].

as a function of ma, derived from the combination of four kaon modes. The limits are

3↑ 10↑6GeV↑1 for the ALP mass hypotheses above 2.0GeV, increasing to 3↑ 10↑5GeV↑1

at the lowest ALP mass. This trend is due to the increase in the lifetime, which leads

to a lower signal e!ciency. Figure 5 also shows the constraints derived from the NA62

K+
→ ω+ + invisible search [58]. Based on the methodology presented in Ref. [59] we

reinterpret the NA62 results on a dark scalar decaying to SM particles as limits on ALPs.

The constraints on the coupling of the axion-like particle to electroweak gauge bosons gaW
are improved by a factor of two compared to the most stringent previous experimental

results.[26]

This work, based on data collected using the Belle detector, which was operated until

June 2010, was supported by the Ministry of Education, Culture, Sports, Science, and

Technology (MEXT) of Japan, the Japan Society for the Promotion of Science (JSPS),

and the Tau-Lepton Physics Research Center of Nagoya University; the Australian Re-

search Council including grants DP210101900, DP210102831, DE220100462, LE210100098,

LE230100085; Austrian Federal Ministry of Education, Science and Research (FWF) and

FWF Austrian Science Fund No. P 31361-N36; National Key R&D Program of China un-

der Contract No. 2022YFA1601903, National Natural Science Foundation of China and re-

search grants No. 11575017, No. 11761141009, No. 11705209, No. 11975076, No. 12135005,
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90% CL upper limits on gaW as a function of  
in comparison with other existing results

ma

 for ALP, Upper limits on gaWB → K(*)γγ
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FIP search in  B → hXinvMotivation
➢Many new physics models predict two-

body 𝐵 decays:
➢ Axion-like particles [1-2]
➢ Dark scalars [3]
➢ Dark photon/𝑍′ [4]
➢ Dark baryons [5]

➢ In general – 𝐵 factories can explore a 
mass region up to a few GeV

➢ Some literature:
[1] 10.1103/PhysRevLett.118.111802 “Searching for Axionlike Particles in 
Flavor-Changing Neutral Current Processes”
[2] 10.1103/PhysRevD.109.016008 “Belle II observation prospects for 
axion-like particle production from 𝐵 meson annihilation decay”
[3] 10.1103/PhysRevD.101.095006 “Probing dark sectors with long-lived 
particles at Belle II”
[4] 10.1007/JHEP03%282023%29108 “Dark photon and dark 𝑍 mediated 𝐵
meson decays”
[5] 10.1103/PhysRevD.104.035028 “Collider signals of baryogenesis and 
dark matter from 𝐵 mesons: A roadmap to discovery”
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h = ω+, K+, D
0
, D+

s , pFIP = feably-interacting particle
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Motivation for FIP 

Motivation
➢Many new physics models predict two-

body 𝐵 decays:
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➢ Dark scalars [3]
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2

 many new physics models for , with 
• axion-like particle (1)

• dark scalars (2)

• dark photon,  (3)

• dark baryons (B-mesogenesis) (4)

Belle (II) can search for  in mass region up to a few GeV

∃ Xinv B → hXinv

Z′￼

Xinv

(1) Izaguirre, Lin, Shuve, PRL 118, 111802 (2017); Zhang, Ishikawa, Kou, Marcantonio, 
Urquijo, PRD 109, 016008 (2024) 

(2) Filimonova, Schäfer, Westhoff, PRD 101, 095006 (2020) 

(3) Datta, Hammad, Marfatia, Mukherjee, Rashed, JHEP 2023, 108 (2023)  

(4) Elor, Escudero, Nelson, PRD 99, 035031 (2019); Alonso-Álvarez, Elor, Escudero, PRD 104, 
035028 (2021)
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 search B → hXinv
model-agnostic approach as to why  is 
invisible
• a dark matter candidate
• decays to a DM pair 
• long-lived, decays outside the detector 

analysis procedure
• tag-side reconstruction using FEI
• identify  in the signal side

background suppression using BDT in 2 stages
• to suppress qq continuum bkg
• for remaining bkg.

 CLEO cones,
, flight distance, , 

Xinv

h

cos θT, cos θT,z, ̂T(O), ̂T(B),
ΔEtag E2

miss EECL

(a) Continuum suppression BDT
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 calibrationB → hXinv
BDT calibration, by using 2-body B decays
•  (for )
•  (for ) with  sideband 

FEI efficiency calibration
• using  
✓ r(data/MC) =  ( ), and 

 ( )
• verified with 2-body B decay modes 

Figure (left) —  for control modes

B+ → J/ψK+ h = K+

B0 → D0π0 h = D0 EECL

B → D(*)ℓν
0.79 ± 0.02 B+

0.78 ± 0.02 B0

ph

4

nificance of 3ω. The selection criteria for the classifier
outputs are optimized for each channel individually. Av-
eraged across all channels, a signal e!ciency of 84% and
background rejection of 86% are achieved. In simulated
signal events, the average number of candidates per event
is 1.5 for B

+
→ hXinv and 1.9 for B

0
→ D̄

0
Xinv. In cases

where multiple candidates satisfy the selection criteria,
the candidate with the highest FEI signal probability is
retained. The correctly reconstructed candidate is se-
lected more than 97% of the time for B

+
→ hXinv, and

80% of the time for B
0

→ D̄
0
Xinv.

We verify that the BDT classifiers perform similarly in
data and simulation by studying two-body SM B decays
that are kinematically similar to the signal processes. For
h = K

+, we examine a sample with two ROE tracks
near the J/ε → ϑ

+
ϑ
→ (where ϑ = e, µ) peak arising from

B
+

→ J/εK
+ decays. For h = D

0, we examine an EECL

sideband with 2.25 < EECL < 3.5 GeV near the ϖ
0

→ ϱϱ

peak arising from B
0

→ D̄
0
ϖ

0 decays. Classifiers’ re-
sponses for these channels are validated in these respec-
tive sidebands. The BDT output distributions show good
agreement between data and simulation. However, the
FEI e!ciency exhibits significant di”erences arising from
imperfect modeling of detector response, particle iden-
tification, and the branching fractions of the numerous
decay channels used in the tag reconstruction.

The FEI e!ciency is calibrated using B → D
(↑)

ϑς de-
cays [69]. The correction is taken as the ratio of signal
yields between real and simulated data; the values are
0.79 ± 0.02 and 0.78 ± 0.02 for charged and neutral B

mesons, respectively. These values are cross-checked us-
ing sidebands containing B

+
→ J/εK

+ and B
0

→ D̄
0
ϖ

0

events for charged and neutral B decays, respectively. In
the two-track sample, we fully reconstruct the Bsig decay
B

+
→ J/εK

+, requiring |#E| < 0.1 GeV, and only keep
candidates with 1.6 < pK < 1.78 GeV/c. No additional
selection is applied to the B

0
→ D̄

0
ϖ

0 sideband, in which
candidates are kept with 2.20 < pD0 < 2.45GeV/c. The
experimental and simulated momentum distributions for
both control modes are shown in Fig. 1. We perform
a fit to the K

+ and D̄
0 momentum distributions. The

peaks in these distributions, corresponding to the recoil-
ing J/ε and ϖ

0, are modeled using a sum of two Gaussian
functions. The background is modeled with a third-order
polynomial. The signal peak width is allowed to float in
the fit to data. The width scale factor is used to correct
for resolution di”erences between simulation and experi-
mental data, and is found to be 1.21±0.05 and 1.08±0.23
for B

+
→ J/εK

+ and B
0

→ D̄
0
ϖ

0, respectively. The ra-
tios of signal yields between experimental and simulated
data are 0.75± 0.09 and 0.84± 0.34 for charged and neu-
tral B mesons, respectively. These values agree with the
ratios derived from B → D

(↑)
ϑς decays.

The signal selection e!ciency depends on the decay
mode: for h = ϖ

+
, K

+
, p, it is around 0.5%, while for

h = D
+
s , D̄

0, it is around 0.01%, as only a fraction of the
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FIG. 1. Momentum distributions of the K+ and D0 in the
Bsig-frame for the two control channels, B+ → J/ωK+ (top)
and B0 → D̄0ε0 (bottom), respectively, overlaid with the
expected distributions from simulation.

D
+
s and D

0 decays are reconstructed. The e!ciency is
mostly flat as a function of mXinv , but reduces as mXinv

approaches the kinematic limit of mB ↑ mh.

The signal yield is extracted by performing extended,
unbinned maximum likelihood fits to ph. The fit model
consists of signal and background components. The sig-
nal component is modeled as a sum of two Gaussian
functions with a shared mean µ and di”erent widths ω1
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Signal extraction
• 1D fit to 

• by scanning 
• scan step = 1/2 of the signal mass resolution

No signal in any mode, any bin
• max local significance =  for  

at 3.28 GeV ( =  with LEE)

• set 90% UL, using  method, on 

• also set UL on  where  
decay particles are missing due to long lifetime 

ph
mXinv

Slocal 2.95σ h = π+

Sglobal 0.65σ
CLs

ℬ(B → hXinv)
ℬ[B → hX( → γγ)] X

12

SUPPLEMENTAL MATERIAL

The mass point with the most significant excess occurred in the search for B
+

→ ω
+
Xinv at mXinv = 3.28 GeV/c

2.
The best fit result at this scan point is shown in Fig. 7. The full ph distributions are shown in Fig. 8, with simulated
events overlaid. The simulated events are reweighted to match the Belle dataset’s luminosity, as well as the di!erences
in reconstruction e”ciency between real and simulated events. The analysis reconstruction e”ciency and BDT
responses were validated on a sideband samples containing the control modes B

+
→ J/εK

+ and B
0

→ D̄
0
ω

0 prior
to unblinding the signal region data. The outputs of the background suppression BDTs are shown for both control
modes in Fig. 9.
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 upper limitsℬ(B → hXinv)

5

and ω2. The fit is first performed on simulated signal
events, allowing the widths and relative contributions of
the Gaussian components to float. Subsequently, these
fit results are parameterized as a function of the ph value
corresponding to the generated mXinv of the sample. The
resolution ω of the peak is the quadrature sum of the
two width parameters, taking into account their relative
weights, and the width scaling factor derived from the
control mode fits. This approach provides a well-defined
signal probability density function (PDF) at any scan
point.

To parameterize the background, we use a kernel den-
sity estimator (KDE) [70], with the kernel width set by
the local event density. The KDE is built from simu-
lated background events and has a fixed shape during the
signal extraction fit. Di!erences in the ph distribution
between o!-resonance data and simulated e

+
e
→

→ qq

events are accounted for by applying a linear correction
to the e

+
e
→

→ qq background PDF. Independent fits are
conducted for several hundred mass hypotheses for each
channel, with scan steps equal to half the signal reso-
lution. The resolution ranges from about 5 MeV/c to
40 MeV/c, generally increasing as mXinv decreases. The
KDE for a given fit window is defined over a ±15ω win-
dow. A combined signal and background fit is performed
in a ±10ω window to mitigate the impact of the KDE
boundary problem [70].

For all channels, a toy MC study is performed in
which simulated events are sampled with varying yields
of signal, qq, and BB background events. The mean
signal yield obtained from the combined fitting method
closely matches the number of signal events in the sam-
pled datasets, indicating the signal extraction method
responds linearly to the presence of signal events.

The only background processes that can mimic the
peaking structure of the signal are two-body B decays.
For common processes with narrow peaks, such as B

+
→

K
+
D̄

0, events within three times the resolution of the
peak are vetoed. For some of these processes, such as
B

+
→ K

+
f0(1370), the recoil peak is so broad that it

can be safely treated as a non-peaking background. For
very rare processes where the expected number of events
is below the expected sensitivity of the search, such as
B

+
→ K

+
K

↑(892)0 (which has a branching fraction
O(10→7)) [71], a signal-like PDF component correspond-
ing to the SM particle mass is added to the fit, and its
yield is allowed to float within ±100% of the predicted
branching fraction or two events, whichever is greater.

The dominant systematic uncertainty is the 2.5% un-
certainty on the FEI correction factor for both charged
and neutral B mesons. Other sources include uncer-
tainties in particle identification, tracking e”ciency, cor-
rections made to the ph distributions from e

+
e
→

→ qq

events, and limited signal MC statistics. For channels in-
volving D

+
s and D̄

0 mesons, uncertainties in the branch-
ing fractions of the specific decay modes used for their re-

construction are included, with an additional uncertainty
from ε

0 reconstruction in the D̄
0 case. Peaking back-

ground yields also contribute to the total uncertainty.
Statistical uncertainties dominate across all five chan-
nels, while total systematic uncertainties remain below
a few percent.

The branching fraction B(B → hXinv) is extracted di-
rectly from an extended maximum likelihood fit to the
ph spectrum. The selection e”ciency and the number of
BB pairs are included as nuisance parameters, allowing
their associated uncertainties to be propagated through
the fit.
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FIG. 2. Upper limits on the branching fraction B(B → hXinv)
at 90% CL as a function of mXinv are shown in black. Replac-
ing the invisible decay assumption with X → ωω yields the
colored limits, shown for several orders of magnitude of cεX .
Mass regions vetoed for known SM particles ϑ0, K(→)0, D(→)0,
ϖc, ϱc1, and ς(2S) are shaded gray. Not all veto regions apply
to every channel.

The local significance for each mass hypothesis is de-
fined as Slocal =

√
2 · (log Ls+b ↑ log Lb), where L de-

notes the maximum likelihood under the signal-plus-
background and background-only hypotheses. Given
the scan over several hundred mass points per channel,
the look-elsewhere e!ect [72] is addressed by converting
Slocal to a global significance Sglobal using the trial factor
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events, allowing the widths and relative contributions of
the Gaussian components to float. Subsequently, these
fit results are parameterized as a function of the ph value
corresponding to the generated mXinv of the sample. The
resolution ω of the peak is the quadrature sum of the
two width parameters, taking into account their relative
weights, and the width scaling factor derived from the
control mode fits. This approach provides a well-defined
signal probability density function (PDF) at any scan
point.
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KDE for a given fit window is defined over a ±15ω win-
dow. A combined signal and background fit is performed
in a ±10ω window to mitigate the impact of the KDE
boundary problem [70].

For all channels, a toy MC study is performed in
which simulated events are sampled with varying yields
of signal, qq, and BB background events. The mean
signal yield obtained from the combined fitting method
closely matches the number of signal events in the sam-
pled datasets, indicating the signal extraction method
responds linearly to the presence of signal events.
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is below the expected sensitivity of the search, such as
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↑(892)0 (which has a branching fraction
O(10→7)) [71], a signal-like PDF component correspond-
ing to the SM particle mass is added to the fit, and its
yield is allowed to float within ±100% of the predicted
branching fraction or two events, whichever is greater.
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from ε
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0 case. Peaking back-

ground yields also contribute to the total uncertainty.
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ing the invisible decay assumption with X → ωω yields the
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and ω2. The fit is first performed on simulated signal
events, allowing the widths and relative contributions of
the Gaussian components to float. Subsequently, these
fit results are parameterized as a function of the ph value
corresponding to the generated mXinv of the sample. The
resolution ω of the peak is the quadrature sum of the
two width parameters, taking into account their relative
weights, and the width scaling factor derived from the
control mode fits. This approach provides a well-defined
signal probability density function (PDF) at any scan
point.

To parameterize the background, we use a kernel den-
sity estimator (KDE) [70], with the kernel width set by
the local event density. The KDE is built from simu-
lated background events and has a fixed shape during the
signal extraction fit. Di!erences in the ph distribution
between o!-resonance data and simulated e
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events are accounted for by applying a linear correction
to the e
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→ qq background PDF. Independent fits are
conducted for several hundred mass hypotheses for each
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lution. The resolution ranges from about 5 MeV/c to
40 MeV/c, generally increasing as mXinv decreases. The
KDE for a given fit window is defined over a ±15ω win-
dow. A combined signal and background fit is performed
in a ±10ω window to mitigate the impact of the KDE
boundary problem [70].

For all channels, a toy MC study is performed in
which simulated events are sampled with varying yields
of signal, qq, and BB background events. The mean
signal yield obtained from the combined fitting method
closely matches the number of signal events in the sam-
pled datasets, indicating the signal extraction method
responds linearly to the presence of signal events.
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very rare processes where the expected number of events
is below the expected sensitivity of the search, such as
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↑(892)0 (which has a branching fraction
O(10→7)) [71], a signal-like PDF component correspond-
ing to the SM particle mass is added to the fit, and its
yield is allowed to float within ±100% of the predicted
branching fraction or two events, whichever is greater.
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rections made to the ph distributions from e
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construction are included, with an additional uncertainty
from ε

0 reconstruction in the D̄
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ground yields also contribute to the total uncertainty.
Statistical uncertainties dominate across all five chan-
nels, while total systematic uncertainties remain below
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ing the invisible decay assumption with X → ωω yields the
colored limits, shown for several orders of magnitude of cεX .
Mass regions vetoed for known SM particles ϑ0, K(→)0, D(→)0,
ϖc, ϱc1, and ς(2S) are shaded gray. Not all veto regions apply
to every channel.
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and ω2. The fit is first performed on simulated signal
events, allowing the widths and relative contributions of
the Gaussian components to float. Subsequently, these
fit results are parameterized as a function of the ph value
corresponding to the generated mXinv of the sample. The
resolution ω of the peak is the quadrature sum of the
two width parameters, taking into account their relative
weights, and the width scaling factor derived from the
control mode fits. This approach provides a well-defined
signal probability density function (PDF) at any scan
point.

To parameterize the background, we use a kernel den-
sity estimator (KDE) [70], with the kernel width set by
the local event density. The KDE is built from simu-
lated background events and has a fixed shape during the
signal extraction fit. Di!erences in the ph distribution
between o!-resonance data and simulated e

+
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→

→ qq

events are accounted for by applying a linear correction
to the e
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→

→ qq background PDF. Independent fits are
conducted for several hundred mass hypotheses for each
channel, with scan steps equal to half the signal reso-
lution. The resolution ranges from about 5 MeV/c to
40 MeV/c, generally increasing as mXinv decreases. The
KDE for a given fit window is defined over a ±15ω win-
dow. A combined signal and background fit is performed
in a ±10ω window to mitigate the impact of the KDE
boundary problem [70].

For all channels, a toy MC study is performed in
which simulated events are sampled with varying yields
of signal, qq, and BB background events. The mean
signal yield obtained from the combined fitting method
closely matches the number of signal events in the sam-
pled datasets, indicating the signal extraction method
responds linearly to the presence of signal events.

The only background processes that can mimic the
peaking structure of the signal are two-body B decays.
For common processes with narrow peaks, such as B

+
→

K
+
D̄

0, events within three times the resolution of the
peak are vetoed. For some of these processes, such as
B

+
→ K

+
f0(1370), the recoil peak is so broad that it

can be safely treated as a non-peaking background. For
very rare processes where the expected number of events
is below the expected sensitivity of the search, such as
B

+
→ K

+
K

↑(892)0 (which has a branching fraction
O(10→7)) [71], a signal-like PDF component correspond-
ing to the SM particle mass is added to the fit, and its
yield is allowed to float within ±100% of the predicted
branching fraction or two events, whichever is greater.

The dominant systematic uncertainty is the 2.5% un-
certainty on the FEI correction factor for both charged
and neutral B mesons. Other sources include uncer-
tainties in particle identification, tracking e”ciency, cor-
rections made to the ph distributions from e

+
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→

→ qq

events, and limited signal MC statistics. For channels in-
volving D
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s and D̄

0 mesons, uncertainties in the branch-
ing fractions of the specific decay modes used for their re-

construction are included, with an additional uncertainty
from ε

0 reconstruction in the D̄
0 case. Peaking back-

ground yields also contribute to the total uncertainty.
Statistical uncertainties dominate across all five chan-
nels, while total systematic uncertainties remain below
a few percent.

The branching fraction B(B → hXinv) is extracted di-
rectly from an extended maximum likelihood fit to the
ph spectrum. The selection e”ciency and the number of
BB pairs are included as nuisance parameters, allowing
their associated uncertainties to be propagated through
the fit.
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B → Xsνν̄

Evidence for B+ ! K+⌫⌫̄ Decays1

Ann Author1, ⇤ and Second Author1, †2

(Belle II Collaboration)3

1Authors’ institution and/or address4

This line break forced with \\5

We search for the rare decay B+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions6

at the ⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use7

the inclusive properties of the accompanying B meson in the ⌥ (4S) ! BB̄ events to suppress8

background from other decays of the signal B candidate and light-quark pair production. We val-9

idate the measurement with an auxiliary analysis based on a conventional hadronic reconstruction10

of the accompanying B meson. For background suppression, we exploit distinct signal features11

using machine learning methods tuned with simulated data. The signal-reconstruction e�ciency12

and background suppression are validated through various control channels. The branching frac-13

tion is extracted in a maximum likelihood fit. Our inclusive and hadronic analyses yield con-14

sistent results for the B+ ! K+⌫⌫̄ branching fraction of [2.8± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and15 ⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, respectively. Combining the results, we determine the branching16

fraction of the decay B+ ! K+⌫⌫̄ to be
⇥
2.4± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first ev-17

idence for this decay at 3.6 standard deviations. The result is consistent with the standard model18

expectation at 2.8 standard deviations.19

PACS numbers: VERSION v4.020

I. INTRODUCTION21

Flavor-changing neutral-current transitions, such22

as b ! s⌫⌫̄, are suppressed in the standard23

model (SM) of particle physics, because of the24

Glashow–Iliopoulos–Maiani mechanism [1]. These transi-25

tions can only occur at higher orders in SM perturbation-26

theory through weak-interaction amplitudes that involve27

the exchange of at least two gauge bosons. One of the28

advantages of b ! s⌫⌫̄ transitions over b ! s`` transi-29

tions, where ` represents a charged lepton, is the absence30

of photon exchange. This leads to a smaller theoreti-31

cal uncertainty in b ! s⌫⌫̄ rate predictions compared to32

b ! s`` ones, which are a↵ected by the breakdown of33

factorization due to photon exchange [2].34

The b ! s⌫⌫̄ transition provides the leading ampli-35

tudes for the B
+ ! K

+
⌫⌫̄ decay, as shown in Fig. 1.36

The SM branching fraction of the B+ ! K
+
⌫⌫̄ decay [3]37

is predicted in Ref. [4] to be38

B(B+ ! K
+
⌫⌫̄) = (5.58± 0.37)⇥ 10�6

. (1)39

It includes the contribution of (0.61± 0.06)⇥ 10�6 from40

the double-charged-current B+ ! ⌧
+(! K

+
⌫)⌫̄ decays.4142

The B
+ ! K

+
⌫⌫̄ decay rate can be significantly mod-43

ified in models that predict non-SM particles, such as44

leptoquarks [5]. In addition, the B
+ meson could un-45

dergo a two-body decay to a kaon and an undetectable46

particle, such as an axion [6] or a dark-sector mediator47

[7].48

⇤
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FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin, or box type.
The long-distance double-charged-current diagram arising at
tree-level in the SM also contributes to the B+ ! K+⌫⌫̄
decay.

The study of the B
+ ! K

+
⌫⌫̄ decay is experimen-49

tally challenging as the final state contains two neutrinos50

that are not reconstructed. In all analyses reported to51

date [8–13], no evidence for a signal has been found, and52

the current experimental upper limit on the branching53

fraction is 1.6⇥ 10�5 at the 90% confidence level [14].54

In this study the signal B meson is produced in the55

e
+
e
� ! ⌥(4S) ! B

+
B

� process. An inclusive tag-56

ging analysis method (ITA) exploiting inclusive proper-57

ties from the B-meson pair-produced along with the sig-58

nal B, is applied to the entire Belle II data set currently59

available, superseding the results of Ref. [13], where this60

method was first used. In addition, an auxiliary anal-61

ysis using the well-established hadronic-tagging analy-62

sis method (HTA) [9, 10] is presented; this involves ex-63
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In the SM, 
• suppressed (  FCNC loop)
•  

sensitive to new physics BSM, e.g. 
• leptoquarks,
• axions,
• DM particles, etc. 

Very challenging, experimentally 
• to exploit very clean initial & final states, 

along with energy-momentum conservation

∵
ℬ(B+ → K+νν̄) = (5.58 ± 0.37) × 10−6 [4]
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B+ → K+νν

[4] W. G. Parrott et al. PRD 107, 014511 (2023)
incl. long-distance contribution from )B → τν

https://doi.org/10.1103/PhysRevD.107.014511
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ℬ(B+ → K+νν̄)comb = (2.3 ± 0.5+0.5
−0.4) × 10−5

[Note]    
(SM value, not including )

μ = 1 ⇔ ℬ = 4.97 × 10−6

B → τν

 ResultsB+ → K+νν

ℬ(B+ → K+νν̄)ITA = (2.7 ± 0.5 ± 0.5) × 10−5

ℬ(B+ → K+νν̄)HTA = (1.1+0.9
−0.8

+0.8
−0.5) × 10−5

• Prob(null signal of ) 
= 0.012% (3.5 )

• Prob(  from SM only) 
= 0.17% (2.7 )

B+ → K+νν
σ

B+ → K+νν
σ

PRD 109, 112006 (2024)
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 ResultsB+ → K+νν

ℬ(B+ → K+νν̄)ITA = (2.7 ± 0.5 ± 0.5) × 10−5

PRD 109, 112006 (2024)

Post-fit distribution

• signal-enhanced region for inclusive-
tag analysis

• Data vs. MC discrepancy — analysis 
was done under SM scenario

•  a paper on re-interpretation 
method (EPJC 84(2024)693)
✓ why not apply it to ?

∃

B+ → K+νν
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, Re-interpretationB+ → K+νν
Things to note

• The Belle II  [PRD (2024)] measurement — performed under SM 
scenario

•  a paper on re-interpretation method (EPJC 84(2024)693)
✓ why not apply it to ?

Method

• Number density & Joint number density
✓  = theory,   = efficiency,   = fit variable

• Null model (e.g. SM) vs. Alternative model

B+ → K+νν

∃
B+ → K+νν
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 reinterpretation - methodB+ → K+ττ̄

Reweigh a measured observable distribution based 
on a parameterized theoretical distribution

Number density:

theoretical prediction 
of the x-sec density

Luminosity
Efficiency

ν(z) n(x)

Alternative model: w(q2) = ν1(q2)
ν0(q2)

For example SM

The problem:

x: “fitting” reconstruction variable

Joint number density:

0: Null hypothesis 
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Reconstruction (fit) variable: x = (ηBDT, q2
rec)

Plot for  vs.  x q2

PRD 112, 092016 (2025)

distribution. Crucially, this works without requiring
access to the original event-level Monte Carlo simulation.
The basic idea is as follows. To interpret a measurement

in terms of any theoretical model, we need the number
density of expected events, νðxÞ, as a function of the
observables x used in the measurement. This is obtained
from the theoretical cross section σðq2Þ, which in this case
depends on the kinematic degree of freedom q2:

νðxÞ ¼ L
Z
dq2 εðxjq2Þσðq2Þ ¼

Z
dq2 νðx; q2Þ; ð3Þ

where εðxjq2Þ is the combined reconstruction and selection
efficiency, L is the total integrated luminosity, and
νðx; q2Þ≡ Lεðxjq2Þσðq2Þ defines the joint number density.
To reinterpret the measurement in terms of a new

theory, we need to determine the number density ν1ðxÞ
for an alternative theoretical prediction σ1ðq2Þ. The
original analysis uses the null distribution σ0ðq2Þ to
obtain νðxÞ≡ ν0ðxÞ from simulated events. We obtain
the alternative number density of expected events by
reweighting:

ν1ðxÞ ¼
Z
dq2 ν0ðx; q2Þwðq2Þ; ð4Þ

where ν0ðx; q2Þ is the joint number density for the null
distribution and wðq2Þ ¼ σ1ðq2Þ=σ0ðq2Þ is the weight
factor.
The null distribution serves as our reference point for

comparison. For the Bþ → Kþνν̄ analysis, this is the SM
prediction from Ref. [4] with hadronic parameters from the
HPQCD Collaboration [11]. The alternative distribution
can be any beyond-SM or updated SM prediction.
For binned data (like the Bþ → Kþνν̄ likelihood [2]), the

reweighting step of Eq. (4) becomes a discrete sum:

ν1;x ¼
X

q2 bins

ν0;xq2wq2 ; ð5Þ

where the subscripts represent bin indices. The discrete
quantities ν0;xq2 and wq2 ¼ σ1;q2=σ0;q2 can be obtained from
the continuous counterparts by integrating over bin inter-
vals, as detailed in Ref. [1].
Critically, this reweighting process only requires two

pieces of information: the joint number density ν0;xq2 from
the original analysis and the weight factor wq2 from the
ratio of theoretical predictions. Combined with the like-
lihood, these provide sufficient information to test alter-
native theories without access to the original Monte Carlo
samples. This reinterpretation method, integrated within the
PYHF framework [20,21], is implemented in the REDIST

software [22].
The method has some limitations. It performs best when

the alternative theory remains close to the null distribution.

When theories deviate significantly, sparsely populated
phase space regions receive very large weights, potentially
leading to unreliable results. In particular, the alternative
distribution should not extend beyond the kinematic range
of the null distribution [1].
To obtain the joint number density ν0;xq2, we use

simulated SM signal events from the Bþ → Kþνν̄ analysis
[2], satisfying all selection criteria. These include informa-
tion on the generated and reconstructed squared momenta,
q2 and q2rec, as well as the classifier responses ηðBDT2Þ
and ηðBDThÞ. The number of q2 bins for ν0;xq2 is
determined by the differences between the null and the
anticipated alternative distributions. The null distribution is
the Bþ → Kþνν̄ SM prediction based on the form factors
from Ref. [11]. The WET predicts a broad distribution
in q2. With future studies in mind, the binning strategy is
optimized to capture localized features in the q2 spectrum,
resulting in 100 equally spaced q2 bins in the kinematically
allowed region plus one negative q2 bin for events falling
outside of this region. An example of ν0;xq2 for the ITA is
shown in Fig. 1.
In this reinterpretation study, we build on the HistFactory

likelihood [19] to construct a Bayesian posterior for
parameter inference. Starting from the likelihood in
Eq. (2), we construct the posterior model

pðη; χ jn; aÞ ∝ pðnjνðη; χ ÞÞpðχ jaÞpðηÞ: ð6Þ

The constraint likelihood is translated into a prior for all
constrained parameters pðχ jaÞ ∝ pðajχ Þpðχ Þ with a nor-
mally distributed initial prior pðχ Þ, as detailed in Ref. [23].
Additionally, a prior for unconstrained parameters pðηÞ is
introduced. The BAYESIAN PYHF framework [23] imple-
ments the posterior, using PYMC [24] as a back end for
sampling.

FIG. 1. The ITA binned joint number densities. The horizontal
axis corresponds to the generated q2. The vertical axis represents
the binning used in the Bþ → Kþνν̄ analysis [2]. The heat map
shows the weighted signal events.
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vals, as detailed in Ref. [1].
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outside of this region. An example of ν0;xq2 for the ITA is
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 reinterpretation - applicationB+ → K+ττ̄

null hypothesis: SM
Reconstruction (fitting) variable x= ν(BDT) − q2

rec

Reinterpretation in Weak Effective Theory (WET) 
framework including dimension 6 operators

Differential cross section including left (L) and right (R), 
scalar (S), vector (V) and tensor (T) Wilson coefficientsInclusive analysis

L = 365 fb∓1
[arXiv:2507.12393]

in the SM only  CVL ⋅ 0

Parameters of interest

various models (here, shown for )dℬ/dq2

Parameters of interest  
for re-interpretation in the weak effective theory (WET),

In the SM, only CVL ≠ 0
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ω = [CVL + CVR, CSL + CSR, CTL]
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Figure 2. The B+ → K+ωω̄ di!erential branching fraction
prediction from Eq. (7). Individual contributions are shown
here with the combinations of vector, scalar and tensor Wilson
coe”cients set to unity, respectively. The uncertainties shown
(bands) stem from the hadronic parameters.

BSZ parametrization [27], which is truncated at the sec-
ond order. The eight resulting hadronic parameters are
obtained from a joint theoretical prior probability density
function (PDF) comprised of the 2021 lattice world aver-
age based on results by the Fermilab/MILC and HPQCD
collaborations [11, 28]. Theoretical predictions are ob-
tained from the EOS software [29, 30]. The predicted
kinematic distributions of the respective vector, scalar
and tensor operators are shown in Fig. 2.

To obtain a marginal posterior for the WET Wilson co-
e!cients, we introduce 11 additional parameters to the
B+ → K+ωω̄ statistical model. These include three un-
constrained parameters of interest,

ω = [CVL + CVR, CSL + CSR, CTL], (8)

along with eight nuisance parameters that parameter-
ize the hadronic form factors. The latter set comprises
8 correlated parameters, which are decorrelated using
the eigendecomposition of their covariance matrix (see
App. B of Ref. [1]). The three nuisance parameters
for the hadronic parameters entering the SM prediction,
which were already present in the statistical model, are
removed to avoid double counting. We exploit the sym-
metry of Eq. (7) and sample only in the octant of the pa-
rameter space where all Wilson coe!cients are positive,
and symmetrize the samples afterward. To this end, we
choose uniform priors for all Wilson coe!cients in the
range [0, 20], in the chosen parametrization. Uniform
priors are justified by neither wanting to assign prefer-
ence to any part of the parameter space, nor anticipat-
ing inference based on a non-linear transformation of the
Wilson coe!cients in this study. Ranges are chosen to
cover the full posterior. The marginal posterior is shown
in Fig. 3. There is a clear deviation from the SM in the
vector sector, as expected from the result of Ref. [2]. Fur-
ther, we find that the posterior distribution peaks around
a non-zero value for the tensor contribution. This indi-
cates that a pure SM signal template does not provide the
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Figure 3. The marginalized posterior for the Wilson coe”-
cients in Eq. (7). We adopt the convention that CVL + CVR,
CSL+CSR and CTL are real valued. Diagonal and o!-diagonal
panels show the 1-dimensional and 2-dimensional sample den-
sity PDFs on a linear scale, respectively. The overall scale is
omitted, as all relevant information is contained in the shape
of the distribution. The contours indicate 68% and 95% cred-
ible intervals. The dashed black lines and cross mark the SM
point; the dash-dotted yellow lines and cross indicate the pos-
terior mode; dotted red lines mark the symmetry axes used
for sample symmetrization.

best description of the data (see Appendix A). From the
1-dimensional marginal posterior distributions, we can
calculate the highest density credible intervals (HDI)3 at
68% and 95% probability on the absolute values of the
Wilson coe!cients. The posterior mode and the credible
intervals are shown in Table I.

Table I. The mode of the posterior, and HDI at 68% and 95%
for the (sums of the) WET Wilson coe”cients in Eq. (7),
derived from the posterior in Fig. 3.

Parameters Mode 68% HDI 95% HDI

|CVL + CVR|
|CSL + CSR|
|CTL|

11.3

0.00

8.21

[7.82, 14.6]

[0.00, 9.58]

[2.29, 9.62]

[1.86, 16.2]

[0.00, 15.4]

[0.00, 11.2]

To provide a baseline for comparison, we assess the
e”ect of neglecting kinematic shape information by com-
puting credible intervals using a simplified reinterpre-
tation approach. Technically, this is implemented by

3 The smallest possible credible interval at a given probability
level.

Marginal posterior for the Wilson coeffs. 
(Bayesian)

PRD 112, 092016 (2025)
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here with the combinations of vector, scalar and tensor Wilson
coe”cients set to unity, respectively. The uncertainties shown
(bands) stem from the hadronic parameters.

BSZ parametrization [27], which is truncated at the sec-
ond order. The eight resulting hadronic parameters are
obtained from a joint theoretical prior probability density
function (PDF) comprised of the 2021 lattice world aver-
age based on results by the Fermilab/MILC and HPQCD
collaborations [11, 28]. Theoretical predictions are ob-
tained from the EOS software [29, 30]. The predicted
kinematic distributions of the respective vector, scalar
and tensor operators are shown in Fig. 2.

To obtain a marginal posterior for the WET Wilson co-
e!cients, we introduce 11 additional parameters to the
B+ → K+ωω̄ statistical model. These include three un-
constrained parameters of interest,

ω = [CVL + CVR, CSL + CSR, CTL], (8)

along with eight nuisance parameters that parameter-
ize the hadronic form factors. The latter set comprises
8 correlated parameters, which are decorrelated using
the eigendecomposition of their covariance matrix (see
App. B of Ref. [1]). The three nuisance parameters
for the hadronic parameters entering the SM prediction,
which were already present in the statistical model, are
removed to avoid double counting. We exploit the sym-
metry of Eq. (7) and sample only in the octant of the pa-
rameter space where all Wilson coe!cients are positive,
and symmetrize the samples afterward. To this end, we
choose uniform priors for all Wilson coe!cients in the
range [0, 20], in the chosen parametrization. Uniform
priors are justified by neither wanting to assign prefer-
ence to any part of the parameter space, nor anticipat-
ing inference based on a non-linear transformation of the
Wilson coe!cients in this study. Ranges are chosen to
cover the full posterior. The marginal posterior is shown
in Fig. 3. There is a clear deviation from the SM in the
vector sector, as expected from the result of Ref. [2]. Fur-
ther, we find that the posterior distribution peaks around
a non-zero value for the tensor contribution. This indi-
cates that a pure SM signal template does not provide the
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Figure 3. The marginalized posterior for the Wilson coe”-
cients in Eq. (7). We adopt the convention that CVL + CVR,
CSL+CSR and CTL are real valued. Diagonal and o!-diagonal
panels show the 1-dimensional and 2-dimensional sample den-
sity PDFs on a linear scale, respectively. The overall scale is
omitted, as all relevant information is contained in the shape
of the distribution. The contours indicate 68% and 95% cred-
ible intervals. The dashed black lines and cross mark the SM
point; the dash-dotted yellow lines and cross indicate the pos-
terior mode; dotted red lines mark the symmetry axes used
for sample symmetrization.

best description of the data (see Appendix A). From the
1-dimensional marginal posterior distributions, we can
calculate the highest density credible intervals (HDI)3 at
68% and 95% probability on the absolute values of the
Wilson coe!cients. The posterior mode and the credible
intervals are shown in Table I.

Table I. The mode of the posterior, and HDI at 68% and 95%
for the (sums of the) WET Wilson coe”cients in Eq. (7),
derived from the posterior in Fig. 3.

Parameters Mode 68% HDI 95% HDI

|CVL + CVR|
|CSL + CSR|
|CTL|

11.3

0.00

8.21

[7.82, 14.6]

[0.00, 9.58]

[2.29, 9.62]

[1.86, 16.2]

[0.00, 15.4]

[0.00, 11.2]

To provide a baseline for comparison, we assess the
e”ect of neglecting kinematic shape information by com-
puting credible intervals using a simplified reinterpre-
tation approach. Technically, this is implemented by

3 The smallest possible credible interval at a given probability
level.
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Appendix A: Predicted yields at the posterior mode

Direct comparison of the observed data yields to the
predicted yields at the posterior mode parameter point
(the best fit point to data; see Table I) for the uncon-
strained B+ → K+ωω̄ SM and the WET is shown in
Fig. 4, for the highest-sensitivity bins of the analysis.
The WET model provides a better fit to the data than the
unconstrained SM prediction, as indicated by the smaller
pull values.

Appendix B: Prior sensitivity study

To investigate the sensitivity of the results in Table I
to the choice of priors, we derived the posterior mode and
credible intervals for alternative sets of priors.

Firstly, we select truncated-normal priors, centered on
the SM expectation (the only non-zero Wilson coe!cient
being CSM

VL = 6.6), which disfavor deviations from the
SM expectation,

p (εi) =

{
N (εi|µ = CSM

i ,ϑ = 20) εi ↑ 0

0 εi < 0
. (B1)

Here εi ↓ [|CVL+CVR|, |CSL+CSR|, |CTL|] and CSM
i cor-

respond to the respective SM point CSM
i ↓ [6.6, 0.0, 0.0].

Secondly, we select uniform priors in the squared Wil-
son coe!cients, as these enter Eq. (7), which subse-
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Figure 4. Observed and predicted best fit yields in the high-
est sensitivity bins of the analysis. These correspond to the
ω(BDT2) > 0.98 region of the ITA. The signal is shown for the
unconstrained B+ → K+εε̄ SM (left) and the WET (right)
predictions. The predicted background yields are shown in-
dividually for the neutral and charged B-meson decays, and
the summed five continuum categories. Pulls are shown in
the lower panels.

quently translate to linear priors for the Wilson coe!-
cients,

p (εi) ↔
{
εi εi ↗ 30

0 εi > 30
. (B2)

These priors favor larger values for the Wilson coe!-
cients.

The resulting credible intervals for both cases are
shown in Table IV. The vector Wilson coe!cient pos-
terior mode and credible intervals are found to be the
most robust to prior choices. The largest changes are
found for the scalar Wilson coe!cients, which the anal-
ysis is the least sensitive to, due to low e!ciency at high
q2. This is also expected from the posterior distribution
in Fig. 3.

Appendix C: Belle II HEPData reinterpretation

inventory

To enable reinterpretation under any NP model with
the model-agnostic likelihood [1], the necessary informa-
tion from Belle II will be published on HEPData [33].
The release will include the following components:

• The SM B+ → K+ωω̄ di”erential branching frac-
tion as a function of q2;

• SM vs. WET (V+T, preferred over SM) 
•  for WET vs. (Bkgd. only)3.3σ

Belle II paper (PRD 112, 092016) 

• Provide likelihood and joint 
number density for 

• Supply tools for re-interpretation

B+ → K+νν

PRD 112, 092016 (2025)

Marginal posterior for the Wilson coeffs. 
(Bayesian)
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Things to note
• Inclusive measurement for  (= hadronic 

system with ) final states

• sensitive to different (compared to 
) aspects of SM & NP 

e.g. not depending on hadronic FF

• not very well-measured
only by ALEPH (BF < 6.4x10-4 @ 90% CL)
no separate measurement for ‘B mesons’

Xs
S = ± 1

B+ → K+νν̄ J
H
E
P
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1
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Figure 2. The allowed parameter space for the Wilson coefficients under the assumption that the
Belle-II results for 5 ab−1 (light shaded regions) and for 50 ab−1 (dark shaded regions, dashed lines)
for several b → sνν observables will confirm the SM predictions. In the shown cases, interference
with the SM occurs. We use the sensitivities referenced in [3] and assume an experimental uncer-
tainty of 50% (dotted lines) and 20% (dashed lines) for the inclusive decay B → Xsνν, respectively.
The solid dark purple and green lines reflect the current experimental bounds, see table 1. For the
neutrino flavor indices, α ∈ (1, 2, 3), while γ and δ are arbitrary.

– 14 –

from Felkl, T., Li, S.L. & Schmidt, M.A. “A tale of 
invisibility: constraints on new physics in b → sνν”.  
J. High Energ. Phys. 2021, 118 (2021)

Junewoo Park 
(U. Tokyo)
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K

K* → Kπ

other Xs

breakdown of  states in Xs Mgen
Xs
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𝐵 → 𝑋𝑠𝜈 ҧ𝜈

22

● 365 𝑓𝑏−1 on-resonance data is used for this analysis

● Hadronic tagging method is used

● 30 decay modes are reconstructed for the sum of exclusive method

𝑒− 𝑒+
Υ(4𝑆)

𝐵𝑠𝑖𝑔

𝑋𝑠

ҧ𝜈

𝜈

𝐵𝑡𝑎𝑔

tag side

reconstructed
signal side

 It covers ~93% of entire 𝑋𝑠𝜈 ҧ𝜈 decay based on Monte Carlo sample, 
with assuming 𝐾0 equally decays into 𝐾𝑆

0 or 𝐾𝐿
0 

Main features of analysis
• Hadronic B-tagging via FEI 
• Inclusive measurement of  final states

by using “sum of exclusive” method
Xs

The summed modes cover ~93% of the entire  decays, 

estimated from MC (assume  is half of )

Xsνν̄
K0

S K0

63

arXiv:2511.10980 
submitted to PRL
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Procedure after  reconstruction
• use BDT for background suppression

• validation & correction using control samples
✓ off-resonance data 
✓ BDT side-band 
✓

Xs

B → XsJ/ψ

arXiv:2511.10980 
submitted to PRL

FIG. 5: Cut variable distributions

3.6. D veto159

D veto is applied based on the mass of MXs in equation 24. However, not all of backgrounds from160

D mesons is removed. To reject them, D meson candidates are reconstructed by another way and161

their information is used as FastBDT input variables. Reconstruction of D meson is done using the162

following procedure:163

1. Select K± of K0

S candidates from Xs164

2. Select ω± candidates from entire event. Selection criteria are165

• dr < 0.5 cm, |dz| < 2 cm, and nPXDHits > 0166

3. Reconstruct D meson candidates using particles from the above selections. There are two167

categories of reconstructed decay modes. The first category is168

11

FIG. 14: The left plot shows FastBDT output distribution for B → XsJ/ω analysis. The right plot
shows index distribution which is defined in Section 5.2. At the plots, calibration and correction
factors in table XI are applied, except qq̄ correction factor. For the comparison, there is also

B → Xsεε̄ signal MC distribution on the right figure.

The most important value is FBDT e!ciency. The ratio between data and MC is288

ϑFBDT
Data

ϑFBDT
MC

=






1.00± 0.04 (0.0 < M reco

Xs
< 0.6 GeV),

1.05± 0.08 (0.6 ↑ M reco

Xs
< 1.0 GeV),

0.97± 0.14 (1.0 ↑ M reco

Xs
< 2.0 GeV),

(26)

where ϑFBDT
Data is FBDT e!ciency for data, and ϑFBDT

MC is FBDT e!ciency for MC.289

3.10. Validation290

3.10.1. O! resonance study291

O” resonance samples can also be used for a validation. These samples can be used to check data-292

MC discrepancy of FastBDT input variables. In this analysis, proc 13 and prompt data are used for293

o”-resonance sample. These samples correspond to 17.953 fb→1 and 24.377 fb→1, respectively. For294

MC, o”-resonance qq̄ samples are used.295

Basically, cut flow in Table IX is used. However, o”-resonance sample shows di”erent M tag
bc value,296

because of di”erent beam energy. Threrefore, the correction is applied on data and MC before297

applying cuts:298

M tag
bc,corrected =

√(
Eoff

beam

)2

↓ (p↑B)
2 +

(
Eon

beam ↓ Eoff
beam

)
, (27)

where Eoff
beam is the beam energy of o”-resonance sample, Eon

beam is the nominal beam energy of on-299

resonance sample, and p↑B is the momentum of B meson candidates in CM frame. At this analysis,300

Eon
beam is set to be the beam energy of run independent sample. For the #Etag, the definition is the301

same:302

#Etag = E↑
B ↓ Eoff

beam, (28)

19
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FIG. 14: The left plot shows FastBDT output distribution for B → XsJ/ω analysis. The right plot
shows index distribution which is defined in Section 5.2. At the plots, calibration and correction
factors in table XI are applied, except qq̄ correction factor. For the comparison, there is also

B → Xsεε̄ signal MC distribution on the right figure.

The most important value is FBDT e!ciency. The ratio between data and MC is288

ϑFBDT
Data

ϑFBDT
MC

=


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

1.00± 0.04 (0.0 < M reco

Xs
< 0.6 GeV),

1.05± 0.08 (0.6 ↑ M reco

Xs
< 1.0 GeV),

0.97± 0.14 (1.0 ↑ M reco

Xs
< 2.0 GeV),

(26)

where ϑFBDT
Data is FBDT e!ciency for data, and ϑFBDT

MC is FBDT e!ciency for MC.289

3.10. Validation290

3.10.1. O! resonance study291

O” resonance samples can also be used for a validation. These samples can be used to check data-292

MC discrepancy of FastBDT input variables. In this analysis, proc 13 and prompt data are used for293

o”-resonance sample. These samples correspond to 17.953 fb→1 and 24.377 fb→1, respectively. For294

MC, o”-resonance qq̄ samples are used.295

Basically, cut flow in Table IX is used. However, o”-resonance sample shows di”erent M tag
bc value,296

because of di”erent beam energy. Threrefore, the correction is applied on data and MC before297

applying cuts:298

M tag
bc,corrected =

√(
Eoff

beam

)2

↓ (p↑B)
2 +

(
Eon

beam ↓ Eoff
beam

)
, (27)

where Eoff
beam is the beam energy of o”-resonance sample, Eon

beam is the nominal beam energy of on-299

resonance sample, and p↑B is the momentum of B meson candidates in CM frame. At this analysis,300

Eon
beam is set to be the beam energy of run independent sample. For the #Etag, the definition is the301

same:302

#Etag = E↑
B ↓ Eoff

beam, (28)
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ϵFBDT
Data

ϵFBDT
MC

correction factor from  control sampleB → XsJ/ψ
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signal extraction by 2D binned max. likelihood fit to (Mreco
Xs

, BDT output)

𝐵 → 𝑋𝑠𝜈 ҧ𝜈

23

● For the background suppression, BDT is used as the multivariate analysis technique
 Most powerful variable: the sum of remaining energy in ECL

● The signal region is defined in (BDT output) × 𝑀𝑋𝑠  plane
 This 2 dimensional region is mapped into 1 dimensional value

● Several samples are used to obtain corrections and 
systematic uncertainties

 To correct 𝑒+𝑒− → 𝑞 ത𝑞 (𝑞 = 𝑢, 𝑑, 𝑠 or 𝑐) background, off-resonance 
sample is used

 BDT efficiency and its uncertainty is estimated from 𝐵 → 𝑋𝑠𝐽/𝜓 
decay

 Systematic uncertainty for the normalization of backgrounds is 
estimated from sideband

arXiv:2511.10980 
submitted to PRL
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No excess ➔ set upper limits (90% CL, by CLs method)

•
•
•

•  (all  region)

ℬ(B → Xsνν̄) < 2.5 × 10−5 ( MXs
< 0.6)

ℬ(B → Xsνν̄) < 1.0 × 10−4 (0.6 < MXs
< 1.0)

ℬ(B → Xsνν̄) < 3.5 × 10−4 (1.0 < MXs
)

ℬ(B → Xsνν̄) < 3.6 × 10−4 MXs

The most stringent limit 
for inclusive   
(the first for B-meson)

B → Xsνν̄

𝐵 → 𝑋𝑠𝜈 ҧ𝜈

23

● For the background suppression, BDT is used as the multivariate analysis technique
 Most powerful variable: the sum of remaining energy in ECL

● The signal region is defined in (BDT output) × 𝑀𝑋𝑠  plane
 This 2 dimensional region is mapped into 1 dimensional value

● Several samples are used to obtain corrections and 
systematic uncertainties

 To correct 𝑒+𝑒− → 𝑞 ത𝑞 (𝑞 = 𝑢, 𝑑, 𝑠 or 𝑐) background, off-resonance 
sample is used

 BDT efficiency and its uncertainty is estimated from 𝐵 → 𝑋𝑠𝐽/𝜓 
decay

 Systematic uncertainty for the normalization of backgrounds is 
estimated from sideband

arXiv:2511.10980 
submitted to PRL



Closing remarks 
Although Belle II (and Belle) has been conceived and constructed mainly 
for studies of CP violation and heavy-flavor physics, it also provides an 
excellent probe for dark sector physics in  range.𝒪(1 ∼ 10 GeV)

68

In this talk, we showed a few recent 
dark sector search results from Belle II 
and Belle.

Belle II Run 2 resumed (after a short 
break) with a goal of collecting several 

 data in the next few years.  
Please stay tuned!
ab−1



Thank you!
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Invisible  in (missing)                                      PRL 124, 141801 (2020) 

Invisible  in (missing)                                      PRL 130, 231801 (2023) 

 and invisible  in (missing)                            PRL 130, 071804 (2023) 

 resonance in                                       PRL 131, 121802 (2023) 

Long-lived spin-0 mediator in                                         PRD 108, L111104 (2023)

Z′￼ e+e− → μ+μ−+
Z′￼ e+e− → μ+μ−+

A′￼ h′￼ e+e− → μ+μ−+

τ+τ− e+e− → μ+μ−τ+τ−

b → sX

71

Other dark sector results from Belle II

Honorable mentions
Invisible boson  in                                                   PRL 130, 181803 (2023)  α τ+ → ℓ+α

Youngjoon Kwon (Yonsei U.)                                                        Jan. 23, 2026                                                        Fermilab Wine & Cheese
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•  = strength of dark-sector U(1) gauge interaction 

•  = mixing parameter between  and  

•  = mixing angle between SM higgs  and dark higgs 

αD

ε γ A′￼

θ h h′￼

Parameters of dark sector with inelastic DM
<latexit sha1_base64="mTEiPpXfXcS7X/fOS5gONv6aXFk=">AAACqXicbVFdb9MwFHXC1yhfHTzyYlEBQ4go2bqNF6QOJsHjJtGuYi7RjXu7WLOdyHYmVVF+Eb+IX8DfwEkrtHVcydLROcf32PdmpRTWxfHvILxz9979B1sPe48eP3n6rL/9fGKLynAc80IWZpqBRSk0jp1wEqelQVCZxLPs8kurn12hsaLQ392yxJmCCy0WgoPzVNr/xUCWOaQ1M4oeN/TNJxpHCWM9dgUGSytkoVsyifaZEwotTeKf9Ye9xlvUDuO5SJN3rWHXG2jX5StOVurR207Z++dr2x6jdEDVKmhIb2hWaMpcjt7QdTy4Hjls0v4gjuKu6G2QrMGArOsk7f9h84JXCrXjEqw9T+LSzWowTnCJTY9VFkvgl3CB5x5q8GGzuhtqQ197Zk4XhfFHO9qx12/UoKxdqsw7Fbjcbmot+V/N+qfkON+Id4uPs1rosnKo+Sp9UUnqCtqujc6FQe7k0gPgRvgPUJ6DAe78cnt+MsnmHG6DyW6UHET7p8PB6PN6RlvkJXlFdkhCDsmIfCMnZEx4sB0cBqPgKHwfnobT8MfKGgbrOy/IjQr5X7HmxhI=</latexit>

ωD = 0.1

ε = 1.5→ 10→3

m(ϑ1) = 2.5 GeV

m(A↑) = 3m(ϑ1)

!m = 0.4m(ϑ1)

sin ϖ = 2.6→ 10→4

a typical choice (p.31)


