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Intro/recap

• The goal is a competitive measurement of the D0 and D+ 
lifetimes with early Belle II data.


• Precise Ds+ and charm-baryon lifetimes (relative to D+ 
lifetimes) have been recently reported by LHCb. 


• The D0 and D+ lifetimes rely on a single measurement made 
by the FOCUS collaboration approximately 20 years ago.


• Will prove excellent vertexing performance  
(e.g. decay-time resolution 2x better than Belle) and in-
depth understanding of systematic effects for future 
TDCPV/mixing analyses.


• The analysis uses data from experiments 7, 8, 10 and 12 
(72/fb). The D0 and D+ lifetime are measured using 
D*+→D0(→K–π+, K–π+π–π+)π+ and D*+→D+(→K–π+π+)π0 

decays.
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Introduction5

Measurements of lifetimes are an essential test of non-perturbative QCD and can give6

some guidance as to what is needed to theoretically describe strong interactions at all7

energy scales [1]. This is important not only to improve our theoretical understanding of8

strong interactions, but also because the theoretical tools used to calculate lifetimes are9

the same or similar to those used in other areas, e.g. to extract CKM matrix elements from10

(semi)leptonic beauty and charm decays. Lifetimes are also important as an experimental11

tool since they can probe systematic e↵ects in decay-time dependent analyses that aim12

at measuring neutral-meson mixing and mixing-induced CP violation in heavy flavored13

decays.14

The current experimental status on charm-hadron lifetimes is summarized in Fig-15

ure 1 [2]. While precise D+
s and charm baryon lifetimes have been recently reported by16

the LHCb collaboration [3, 4, 5, 6]1, the D0 and D+ lifetimes rely almost exclusively on17

a single measurement made by the FOCUS collaboration approximately 20 years ago [7].18

Precise charm lifetimes have never been measured at Belle nor at BABAR. Hence, a com-19

petitive measurement of charm lifetimes at Belle II will undoubtedly demonstrate the20

excellent performance and understanding of the vertexing capabilities of the experiment,21

which features a factor-two improved decay-time resolution compared to Belle and BABAR,22

thanks to the first PXD layer being only 1.4 cm away from the interaction region.23
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Figure 1: Experimental measurements of charm-hadron lifetimes (see Ref. [2], and refer-
ences therein). Not reported in the plots is the lifetime of the doubly charmed baryon
⌅++

cc , which has been observed only by LHCb with a lifetime of 256+24
� 22 ± 14 fs [5].

The analysis here reported aims at a competitive measurement of the D0 and D+
24

1
In most cases LHCb measures a di↵erence of decay widths or ratio of lifetimes relative to that of the

D+
meson, and derives the absolute lifetimes using the world-average value of the D+

lifetime as external

input.
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ences therein). Not reported in the plots is the lifetime of the doubly charmed baryon
⌅++

cc , which has been observed only by LHCb with a lifetime of 256+24
� 22 ± 14 fs [5].

The analysis here reported aims at a competitive measurement of the D0 and D+
24
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In most cases LHCb measures a di↵erence of decay widths or ratio of lifetimes relative to that of the

D+
meson, and derives the absolute lifetimes using the world-average value of the D+

lifetime as external

input.
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Reconstruction/selection details

• Momentum-scale correction applied to charged tracks

• IP based on most recent beam-spot calibration ￼3

Variable Criteria

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

Charged particles:
|dr|(K, ⇡, ⇡s) < 0.5 cm < 0.5 cm < 0.5 cm
|dz|(K, ⇡, ⇡s) < 2 cm < 2 cm < 2 cm
# hits in first PXD layer (K, ⇡) > 0 > 0 > 0
# SVD hits (K, ⇡) > 0 > 0 > 0
# CDC hits (K, ⇡) > 20 > 20 > 30
# SVD hits (⇡s) > 0 > 0 –
# CDC hits (⇡s) > 0 > 0 –

LK
LK+L⇡

(K) > 0.3 > 0.3 > 0.4
L⇡

LK+L⇡
(⇡) > 0.3 > 0.1 > 0.1

p(lowest-p ⇡) – – > 350MeV/c
L⇡

Le+Lµ+L⇡
(highest-p ⇡) – – > 0.05

Neutral pion:
# ECL (weighted) hits – – > 1.5
E(�) (region 1, 2, 3) – – > 80, 30, 60MeV

✓cluster(�) – – [0.2967, 2.6180] rad
m(��) – – [120, 145]MeV/c2

p(⇡0) – – > 150MeV/c
Charm mesons:

m(K�⇡+(⇡+)(⇡�)) [1.75, 2.00]GeV/c2 [1.75, 2.00]GeV/c2 [1.75, 2.00]GeV/c2

�m [144.94, 145.90]MeV/c2 [144.96, 145.89]MeV/c2 [138, 143]MeV/c2

pcms(D⇤+) > 2.5GeV/c > 2.5GeV/c > 2.6GeV/c
TreeFitter probability > 0.01 > 0.01 > 0.01

Signal region:
m(K�⇡+(⇡+)(⇡�)) [1.851, 1.878]GeV/c2 [1.854, 1.875]MeV/c2 [1.855, 1.883]MeV/c2

Table 1: Selection criteria. TreeFitter is used with an IP constraint and, for the D+
! K�⇡+⇡+ case also with a ⇡0-mass

constraint. If multiple candidates are reconstructed in the event, only one is randomly selected.

5
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Figure 8: Distribution of D0
! K�⇡+ candidates in data, with fit projections overlaid.

In the fit, the D0
! K�⇡+ signal is modeled with the sum of two Gaussian distributions,

with common mean, and a Crystal-Ball function; the misidentified D0 background is
modeled with two Johnson SU distributions; and the other background is modeled with
an exponential distribution. The vertical dashed lines indicate the signal region.
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Figure 9: Distribution of (left) m(K�⇡+) and (right) decay time for D0
! K�⇡+ candi-

dates in simulation, with distributions of the truth-matched backgrounds overlaid.
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D*+→D0(→K–π+)π+ sample
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2 Samples composition and data-simulation compar-155

ison156

The generic (run-dependent) simulation samples are used in the following to compare157

with data and determine their composition in terms of signal and background decays.5158

For comparison purposes, unless stated otherwise, the simulation is scaled to match the159

data luminosity.160

2.1 D0
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Figure 5: Distributions of (left)�m and (right)m(K�⇡+) for theD0
! K�⇡+ candidates

populating the m(K�⇡+) and �m signal regions, respectively, in (black points) data and
(red lines) simulation. The simulation is shown with (dashed line) normalization fixed to
the data luminosity and with (solid line) truth-matched signal decays additionally scaled
by a factor 0.85. The inset shows the same plot on semi-log scale.

Figure 5 shows a comparison between the �m and m(K�⇡+) distributions in data and162

simulation. While the background level and distributions are fairly consistent in the two163

samples, the signal appears to have an ⇡ 15% larger e�ciency in simulation compared164

to data. This di↵erence can be ascribed to di↵erent known sources, from tracking and165

particle-identification variables not being properly modeled. The simulation also shows166

better mass resolution compared to data, particularly for �m, and a sub-1MeV/c2 shift167

in the m(K�⇡+) peak positions. Instead of attempting to correct the simulation for each168

individual e↵ect (which would be far from trivial and unnecessary for the needs of this169

analysis), an ad-hoc solution, consisting in scaling the truth-matched signal decays6 by170

5
A comparison with the run-independent simulation is also provided in Appendix A.

6
Truth-matching is obtained by requesting isSignalAcceptMissingGamma on the D⇤+

candidates, to

account for the a bug in the flagging of final-state radiation photons in MC13 simulation.
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Figure 7: Distribution of decay-time uncertainty for the D0
! K�⇡+ candidates popu-

lating the signal region in (black points) data and (red lines) simulation. The simulation
is shown with (dashed line) normalization fixed to the data luminosity and with (solid
line) truth-matched signal decays additionally scaled by a factor 0.85.

rectly describe the decay-time and decay-time uncertainty distributions of the background185

in the signal region. Unfortunately, as shown in Figure 8, the presence of charm back-186

grounds (such as misidentified D0
! K+K�, ⇡+⇡� decays and partially reconstructed187

multibody charm decays) makes impossible to identify a m(K�⇡+) sideband with com-188

position similar to that of the background in the signal region. Nevertheless, the good189

agreement between the data and simulation for D0 candidates populating either of the190

sideband regions 1.75 < m(K�⇡+) < 1.8GeV/c2 or 1.92 < m(K�⇡+) < 2.0GeV/c2 sug-191

gests that the simulation would describe reasonably well also the background under the192

signal peak (Figure 10).193

Finally, the signal region may be polluted by a contamination of D0 candidates orig-194

inating from the decay of a B meson (secondary charm). The decay time of secondary195

charm decays can be biased due to the long-lived nature of the B mesons. Their con-196

tamination is therefore suppressed in the analysis by the requirements pcms(D⇤+) > 2.5.197

Simulation shows that ⇡ 7 secondary D0 candidates per 100 fb�1 survive this requirement.198

Such contamination can be safely neglected in the lifetime measurement.199

2.2 D0
! K�⇡+⇡+⇡�

200

Figure 11 shows a comparison between the �m and m(K�⇡+⇡+⇡�) distributions in data201

and simulation. Also in this case, the background level and distributions are fairly con-202

sistent in the two samples, while the signal appears to have an ⇡ 30% larger e�ciency in203

simulation compared to data. In addition to the aforementioned expected mismodeling of204

tracking and particle-identification variables, simulation here uses also a simplified model205

for the 4-body D0
! K�⇡+⇡+⇡�, which include only an incoherent sum of the most206

12

w/ Δm 
and m cuts

w/ Δm cut w/ Δm cut

~171k signal decays in 
signal region


w/ background 
contamination of ~0.2%
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Figure 14: Distribution of D0
! K�⇡+⇡+⇡� candidates in data, with fit projections

overlaid. In the fit, the D0
! K�⇡+ signal is modeled with the sum of two Gaussian

distributions, with common mean, and a Crystal-Ball function; the background is modeled
with an exponential distribution. The vertical dashed lines indicate the signal region.
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Figure 15: Distribution of (left) m(K�⇡+⇡+⇡�) and (right) decay time for D0
!

K�⇡+⇡+⇡� candidates in simulation, with distributions of the truth-matched back-
grounds overlaid.
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D*+→D0(→K–π+π–π+)π+ sample
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Figure 10: Distributions of (left) decay time and (right) decay-time uncertainty for
the D0

! K�⇡+ candidates populating the m(K�⇡+) sideband regions [1.75, 1.8] [
[1.92, 2.0]GeV/c2 in (black points) data and (red lines) simulation. The simulation is
shown with (dashed line) normalization fixed to the data luminosity and with (solid line)
truth-matched signal decays additionally scaled by a factor 0.85.
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Figure 11: Distributions of (left) �m and (right) m(K�⇡+⇡+⇡�) for the D0
!

K�⇡+⇡+⇡� candidates populating the m(K�⇡+⇡+⇡�) and �m signal regions, respec-
tively, in (black points) data and (red lines) simulation. The simulation is shown with
(dashed line) normalization fixed to the data luminosity and with (solid line) truth-
matched signal decays additionally scaled by a factor 0.7. The inset shows the same
plot on semi-log scale.
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Figure 13: Distribution of decay-time uncertainty for the D0
! K�⇡+⇡+⇡� candidates

populating the signal region in (black points) data and (red lines) simulation. The sim-
ulation is shown with (dashed line) normalization fixed to the data luminosity and with
(solid line) truth-matched signal decays additionally scaled by a factor 0.7.

dates from simulation are compared with truth-matched background decays populating221

the signal region in Figure 17. The distributions show good agreement, indicating that222

the chosen sideband region represents a good proxy of the background in the signal region.223

Finally, simulation shows that ⇡ 3 secondary D0 candidates per 100 fb�1 contaminate224

the D0
! K�⇡+⇡+⇡� signal region. Such contamination is neglected in the lifetime225

measurement.226

2.3 D+
! K�⇡+⇡+

227

Figure 18 shows a comparison between the �m and m(K�⇡+⇡�) distributions in data228

and simulation for the selected D+
! K�⇡+⇡+ decays. As for the D0 cases, the simula-229

tion is scaled to the data luminosity and the truth-matched signal decays are scaled by230

an additional factor of 0.78 to account for the larger signal e�ciency in simulation. A231

noticeable shift in the �m peak position is observed between data and simulation, which232

is likely due to a miscalibration of the calorimeter energy scale that results in a O(�1%)233

bias on the ⇡0 momentum scale.234

Figures 19 and 20 show the distributions of the kinematic variables and of the decay-235

time uncertainty of the D+
! K�⇡+⇡+ candidates populating the signal region. The236

distributions are fairly well described by the simulation once the ad-hoc scaling factor for237

the signal is applied.238

A fit to the m(K�⇡+⇡�) distribution of the data estimates that about 9% of the239

data candidates populating the m(K�⇡+⇡�) signal region are due to background (Fig-240

ure 21). Simulation (Figure 22) shows that such background is composed by a mixture241

of combinatorial background and misreconstructed charm decays. The simulation is ex-242
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Figure 22: Distribution of (left) m(K�⇡+⇡�) and (right) decay time for D+
! K�⇡+⇡+

candidates in simulation, with distributions of the truth-matched backgrounds overlaid.
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Figure 20: Distribution of decay-time uncertainty for the D+
! K�⇡+⇡+ candidates

populating the signal region in (black points) data and (red lines) simulation. The sim-
ulation is shown with (dashed line) normalization fixed to the data luminosity and with
(solid line) truth-matched signal decays additionally scaled by a factor 0.78.

1.75 1.8 1.85 1.9 1.95 2

]2c) [GeV/+π+π−K(m

210

310

410

2 c
C

an
di

da
te

s p
er

 1
.0

 M
eV

/

Data

Fit

Background

 preliminaryBelle II

Figure 21: Distribution of D+
! K�⇡+⇡+ candidates in data, with fit projections over-

laid. In the fit, the D+
! K�⇡+⇡+ signal is modeled with the sum of two Gaussian

distributions and a Crystal-Ball function, all three with common mean; the background
is modeled with an exponential distribution. The vertical dashed lines indicate the signal
region.
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Figure 18: Distributions of (left) �m and (right) m(K�⇡+⇡�) for the D+
! K�⇡+⇡+

candidates populating the m(K�⇡+⇡�) and �m signal regions, respectively, in (black
points) data and (red lines) simulation. The simulation is shown with (dashed line)
normalization fixed to the data luminosity and with (solid line) truth-matched signal
decays additionally scaled by a factor 0.78.
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Lifetime fit

• Unbinned maximum-likelihood fit to the 2D distribution of 
decay time (t) and decay-time uncertainty (σt)


• Signal distribution is convolution of exponential with 
resolution function


• This is the total PDF for the D0 modes, where sub-1% 
background contamination is ignored

￼7

4 Lifetime fit308

The lifetime is determined using an unbinned maximum-likelihood fit to the 2D distribu-309

tion of decay time t and decay-time uncertainty �t. The signal PDF is assumed to be the310

convolution of an exponential distribution with a resolution function that depends on �t:311

pdfsgn(t, �t|⌧, b, s) = pdfsgn(t|�t, ⌧, b, s) pdfsgn(�t) (3)312

/

Z 1

0

e�ttrue/⌧R(t� ttrue|b, s�t)dttrue pdfsgn(�t) . (4)313

314

The resolution function R is parametrized as a double-Gaussian distribution with common315

mean b and widths s1�t and s2�t:316

R(t� ttrue|f1, b, s1�t, s2�t) = f1G(t� ttrue|b, s1�t) + (1� f1)G(t� ttrue|b, s2�t) , (5)317

where f1 is the fraction of the Gaussian function with width s1�t relative to the total. The318

parameter b is left free to float in the fit to account for a possible bias in the determination319

of the decay time. The width corresponds to the per-candidate �t scaled by free-to-320

float factors s1,2 to account for a possible misestimation of the per-candidate decay-time321

uncertainty. In the D0
! K�⇡+⇡+⇡� and D+

! K�⇡+⇡+ cases, simulation shows that322

a single-Gaussian resolution model may be su�cient to fit the data (Section 3); in those323

case the parameter f1 is fixed to unity and a single scaling factor s = s1 is used. The t vs.324

�t correlations observed in Section 3 are neglected in the fit and a systematic uncertainty325

is assigned as discussed in Section 5. The PDF of �t is described by a fixed template326

(histogram) obtained directly from the data.9327

In the D0 case, the signal region contains sub-percent-level fraction of background328

candidates. Hence, sensitivity to the background contamination and to how it a↵ects329

the decay-time distribution is very limited. For the sake of simplicity, the background330

is therefore neglected in the fit and a systematic uncertainty is later assigned. On the331

contrary, in the D+ case the signal region contains a non-negligible amount of background332

which needs to be accounted for in the fit. The background is modeled using a PDF that333

is empirically derived from sideband data (Section 2) and consists of the convolution of a334

zero-lifetime component plus two long-lived components with a resolution function that335

depends on �t:336

pdfbkg(t, �t|⌧b1, ⌧b2, fbl, fbl1, b, s) = pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) pdfbkg(�t) (6)337

with338

339

pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) = (1� fbl)R(t|b, s�t)340

+ fbl
⇥
fbl1pdfbl1(t|�t, ⌧b1, b, s) + (1� fbl1)pdfbl2(t|�t, ⌧b2, b, s)

⇤
, (7)341

342

where pdfbl1,2 has the same functional form as the signal PDF, but with lifetime ⌧b1,2.343

The assumption is therefore that, for a given candidate with decay-time uncertainty �t,344

9
In the D0

case, the PDF of �t is obtained assuming that all candidates in the signal region are signal

decays. In the D+
case, instead, the template is obtained from the candidates in the signal region after

having subtracted the distribution of the sideband data.
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Fixed from data (binned template)



Resolution model

• Inspired from decay-time pull distribution in simulation: double-Gaussian function with 
common mean (to avoid asymmetric resolution tails) for Kπ; single Gaussian for K2π and 
K3π


• All parameters are free to float in the fit
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Figure 26: Distributions of the decay-time residual for truth-matched (left) D0
! K�⇡+,

(center) D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+ decays in simulation.
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Figure 27: Distributions of the decay-time pull truth-matched (left)D0
! K�⇡+, (center)

D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+ decays in simulation, with Gaussian fit
overlaid.

No dependence of the decay-time residual/pull from the true decay time is observed,278

as shown in Figure 28. However, Figure 29 shows that both the average of the decay-279

time residual and the width of the decay-time pull vary as a function of the decay-time280

uncertainty. The variation of the decay-time residual indicates that a negative bias is281

introduced with increasing values of �t. The variation of the decay-time pull indicates282

that �t is underestimated by a larger relative amount the larger its value. Although clearly283

visible, these variations are relatively small that can be neglected in the lifetime fit.284

In addition to these correlations, a large variation of the average of the true decay time285

is observed as a function of the measured �t value, as shown in Figure 30, particularly for286

D0
! K�⇡+⇡+⇡� and D+

! K�⇡+⇡+ which reach much smaller values of �t compared287

to D0
! K�⇡+. In an attempt to understand the origin of such correlations, it must be288

noted that multiple e↵ects may be at play. Indeed, the decay-time uncertainty receives289

contributions from the uncertainty on the D decay length, �L, and from the uncertainty290

on the D momentum, �p. From Equation (1), it follows:291

�2
t =

✓
m

pc
�L

◆2

+

✓
t

p
�p

◆2

� 2

✓
mt

p2c

◆
⇢Lp�L�p , (2)292
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4 Lifetime fit308

The lifetime is determined using an unbinned maximum-likelihood fit to the 2D distribu-309

tion of decay time t and decay-time uncertainty �t. The signal PDF is assumed to be the310

convolution of an exponential distribution with a resolution function that depends on �t:311

pdfsgn(t, �t|⌧, b, s) = pdfsgn(t|�t, ⌧, b, s) pdfsgn(�t) (3)312

/

Z 1

0

e�ttrue/⌧R(t� ttrue|b, s�t)dttrue pdfsgn(�t) . (4)313

314

The resolution function R is parametrized as a double-Gaussian distribution with common315

mean b and widths s1�t and s2�t:316

R(t� ttrue|f1, b, s1�t, s2�t) = f1G(t� ttrue|b, s1�t) + (1� f1)G(t� ttrue|b, s2�t) , (5)317

where f1 is the fraction of the Gaussian function with width s1�t relative to the total. The318

parameter b is left free to float in the fit to account for a possible bias in the determination319

of the decay time. The width corresponds to the per-candidate �t scaled by free-to-320

float factors s1,2 to account for a possible misestimation of the per-candidate decay-time321

uncertainty. In the D0
! K�⇡+⇡+⇡� and D+

! K�⇡+⇡+ cases, simulation shows that322

a single-Gaussian resolution model may be su�cient to fit the data (Section 3); in those323

case the parameter f1 is fixed to unity and a single scaling factor s = s1 is used. The t vs.324

�t correlations observed in Section 3 are neglected in the fit and a systematic uncertainty325

is assigned as discussed in Section 5. The PDF of �t is described by a fixed template326

(histogram) obtained directly from the data.9327

In the D0 case, the signal region contains sub-percent-level fraction of background328

candidates. Hence, sensitivity to the background contamination and to how it a↵ects329

the decay-time distribution is very limited. For the sake of simplicity, the background330

is therefore neglected in the fit and a systematic uncertainty is later assigned. On the331

contrary, in the D+ case the signal region contains a non-negligible amount of background332

which needs to be accounted for in the fit. The background is modeled using a PDF that333

is empirically derived from sideband data (Section 2) and consists of the convolution of a334

zero-lifetime component plus two long-lived components with a resolution function that335

depends on �t:336

pdfbkg(t, �t|⌧b1, ⌧b2, fbl, fbl1, b, s) = pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) pdfbkg(�t) (6)337

with338

339

pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) = (1� fbl)R(t|b, s�t)340

+ fbl
⇥
fbl1pdfbl1(t|�t, ⌧b1, b, s) + (1� fbl1)pdfbl2(t|�t, ⌧b2, b, s)

⇤
, (7)341

342

where pdfbl1,2 has the same functional form as the signal PDF, but with lifetime ⌧b1,2.343

The assumption is therefore that, for a given candidate with decay-time uncertainty �t,344

9
In the D0

case, the PDF of �t is obtained assuming that all candidates in the signal region are signal

decays. In the D+
case, instead, the template is obtained from the candidates in the signal region after

having subtracted the distribution of the sideband data.
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Figure 24: Distributions of (left) decay time and (right) decay-time uncertainty for (black)
truth-matched background decays in the m(K�⇡+⇡�) signal window and (red) simulated
D+

! K�⇡+⇡+ candidates in the sideband region [1.758, 1.814] [ [1.936, 1.992]GeV/c2.
The sideband has been scaled to match the normalization of the signal region.
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Background component

• In the D+ case the ~9% background contamination 
cannot be ignored 
 

• We include it in the fit with an empiric model derived 
from sideband data 
 

• Simulation shows that the chosen sidebands 
represent a good proxy of the background in the 
signal region


• Signal and sideband regions are fit simultaneously 
with all shape parameters free; the background 
fraction is constrained to the result of the mass fit

￼9

4 Lifetime fit308

The lifetime is determined using an unbinned maximum-likelihood fit to the 2D distribu-309

tion of decay time t and decay-time uncertainty �t. The signal PDF is assumed to be the310

convolution of an exponential distribution with a resolution function that depends on �t:311

pdfsgn(t, �t|⌧, b, s) = pdfsgn(t|�t, ⌧, b, s) pdfsgn(�t) (3)312

/

Z 1

0

e�ttrue/⌧R(t� ttrue|b, s�t)dttrue pdfsgn(�t) . (4)313

314

The resolution function R is parametrized as a double-Gaussian distribution with common315

mean b and widths s1�t and s2�t:316

R(t� ttrue|f1, b, s1�t, s2�t) = f1G(t� ttrue|b, s1�t) + (1� f1)G(t� ttrue|b, s2�t) , (5)317

where f1 is the fraction of the Gaussian function with width s1�t relative to the total. The318

parameter b is left free to float in the fit to account for a possible bias in the determination319

of the decay time. The width corresponds to the per-candidate �t scaled by free-to-320

float factors s1,2 to account for a possible misestimation of the per-candidate decay-time321

uncertainty. In the D0
! K�⇡+⇡+⇡� and D+

! K�⇡+⇡+ cases, simulation shows that322

a single-Gaussian resolution model may be su�cient to fit the data (Section 3); in those323

case the parameter f1 is fixed to unity and a single scaling factor s = s1 is used. The t vs.324

�t correlations observed in Section 3 are neglected in the fit and a systematic uncertainty325

is assigned as discussed in Section 5. The PDF of �t is described by a fixed template326

(histogram) obtained directly from the data.9327

In the D0 case, the signal region contains sub-percent-level fraction of background328

candidates. Hence, sensitivity to the background contamination and to how it a↵ects329

the decay-time distribution is very limited. For the sake of simplicity, the background330

is therefore neglected in the fit and a systematic uncertainty is later assigned. On the331

contrary, in the D+ case the signal region contains a non-negligible amount of background332

which needs to be accounted for in the fit. The background is modeled using a PDF that333

is empirically derived from sideband data (Section 2) and consists of the convolution of a334

zero-lifetime component plus two long-lived components with a resolution function that335

depends on �t:336

pdfbkg(t, �t|⌧b1, ⌧b2, fbl, fbl1, b, s) = pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) pdfbkg(�t) (6)337

with338

339

pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) = (1� fbl)R(t|b, s�t)340

+ fbl
⇥
fbl1pdfbl1(t|�t, ⌧b1, b, s) + (1� fbl1)pdfbl2(t|�t, ⌧b2, b, s)

⇤
, (7)341

342

where pdfbl1,2 has the same functional form as the signal PDF, but with lifetime ⌧b1,2.343

The assumption is therefore that, for a given candidate with decay-time uncertainty �t,344

9
In the D0

case, the PDF of �t is obtained assuming that all candidates in the signal region are signal

decays. In the D+
case, instead, the template is obtained from the candidates in the signal region after

having subtracted the distribution of the sideband data.

32

4 Lifetime fit308

The lifetime is determined using an unbinned maximum-likelihood fit to the 2D distribu-309

tion of decay time t and decay-time uncertainty �t. The signal PDF is assumed to be the310

convolution of an exponential distribution with a resolution function that depends on �t:311

pdfsgn(t, �t|⌧, b, s) = pdfsgn(t|�t, ⌧, b, s) pdfsgn(�t) (3)312

/

Z 1

0

e�ttrue/⌧R(t� ttrue|b, s�t)dttrue pdfsgn(�t) . (4)313

314

The resolution function R is parametrized as a double-Gaussian distribution with common315

mean b and widths s1�t and s2�t:316

R(t� ttrue|f1, b, s1�t, s2�t) = f1G(t� ttrue|b, s1�t) + (1� f1)G(t� ttrue|b, s2�t) , (5)317

where f1 is the fraction of the Gaussian function with width s1�t relative to the total. The318

parameter b is left free to float in the fit to account for a possible bias in the determination319

of the decay time. The width corresponds to the per-candidate �t scaled by free-to-320

float factors s1,2 to account for a possible misestimation of the per-candidate decay-time321

uncertainty. In the D0
! K�⇡+⇡+⇡� and D+

! K�⇡+⇡+ cases, simulation shows that322

a single-Gaussian resolution model may be su�cient to fit the data (Section 3); in those323

case the parameter f1 is fixed to unity and a single scaling factor s = s1 is used. The t vs.324

�t correlations observed in Section 3 are neglected in the fit and a systematic uncertainty325

is assigned as discussed in Section 5. The PDF of �t is described by a fixed template326

(histogram) obtained directly from the data.9327

In the D0 case, the signal region contains sub-percent-level fraction of background328

candidates. Hence, sensitivity to the background contamination and to how it a↵ects329

the decay-time distribution is very limited. For the sake of simplicity, the background330

is therefore neglected in the fit and a systematic uncertainty is later assigned. On the331

contrary, in the D+ case the signal region contains a non-negligible amount of background332

which needs to be accounted for in the fit. The background is modeled using a PDF that333

is empirically derived from sideband data (Section 2) and consists of the convolution of a334

zero-lifetime component plus two long-lived components with a resolution function that335

depends on �t:336

pdfbkg(t, �t|⌧b1, ⌧b2, fbl, fbl1, b, s) = pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) pdfbkg(�t) (6)337

with338

339

pdfbkg(t|�t, ⌧b1, ⌧b2, fbl, fbl1, b, s) = (1� fbl)R(t|b, s�t)340

+ fbl
⇥
fbl1pdfbl1(t|�t, ⌧b1, b, s) + (1� fbl1)pdfbl2(t|�t, ⌧b2, b, s)

⇤
, (7)341

342

where pdfbl1,2 has the same functional form as the signal PDF, but with lifetime ⌧b1,2.343

The assumption is therefore that, for a given candidate with decay-time uncertainty �t,344

9
In the D0

case, the PDF of �t is obtained assuming that all candidates in the signal region are signal

decays. In the D+
case, instead, the template is obtained from the candidates in the signal region after

having subtracted the distribution of the sideband data.
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the resolution function is the same Gaussian distribution independently of whether the345

candidate is signal or background (the e↵ective signal and background resolutions are,346

however, di↵erent because of the signal and background �t distribution di↵er from each347

other). The parameter fbl represents the fraction of the two long-lived components with348

respect to the total background, and fbl1 the fraction of the component with lifetime ⌧b1349

with respect to the total long-lived background. The total PDF in the signal region is350

pdf(t, �t) = (1� fb)pdfsgn(t, �t) + fbpdfbkg(t, �t), (8)351

where fb is the background fraction, and the dependence on the other fit parameters352

is omitted to simplify the notation. The background fraction is Gaussian-constrained353

in the fit to the value measured in the mass fit discussed in Section 2. To better con-354

strain the other background parameters, the candidates in the signal region are fit si-355

multaneously with the candidates populating the m(K�⇡+⇡�) sidebands [1.758, 1.814] [356

[1.936, 1.992]GeV/c2. The sidebands are assumed to contain exclusively background can-357

didates and to be representative of the background in the signal region (Section 2). The358

PDF of �t is described by a fixed template (histogram) obtained directly from the sideband359

data.360

The fit is performed without imposing any limitation on the decay-time and decay-time361

ranges to reduce as much as possible potential biases introduced by the neglected t vs. �t362

correlations (Section 3). In the D0
! K�⇡+ case, however, the decay-time uncertainty363

reaches values as large as about 10 ps. To avoid instabilities in the fit, �t is required to be364

below 1 ps. This upper threshold is varied in Section 5.2 to ensure that the chosen value365

does not introduce a bias in the lifetime measurement.366

4.1 Validation with pseudoexperiments367

The fit is validated using ensembles of 1000 pseudoexperiments, each consisting of the368

same statistics as the data, generated directly from the fit PDF for the D0
! K�⇡+,369

D0
! K�⇡+⇡+⇡� and D+

! K�⇡+⇡+ cases. In the generation of the pseudodata, the370

PDF parameters have the same values found in the (blind) fits to data (Section 4.4),371

except for the lifetime, which generated value is varied in 11 steps in the ±10� range372

around the world-average value [2].373

In all cases, the fit returns unbiased estimates of the lifetime and of its uncertainty.374

The distributions of the pull, which is defined by (⌧fit � ⌧gen)/�fit, are found to be normal375

Gaussian. Figure 33 summarizes the results, where we find that the pull distributions376

have mean and width compatible with zero and unity, respectively.377

4.2 Validation with Belle II simulation378

The results of the fit to samples of run-dependent simulation, scaled to the same lumi-379

nosity/signal e�ciency of the data as discussed in Section 2, are reported in Table 2 and380

projections are shown in Figure 34. The estimated lifetimes are consistent with the values381

used in generation of 410.1 fs and 1040 fs, for the D0 and D+ cases respectively.382

These results confirm already that the small e↵ects that are neglected in the fits,383

such as the background contamination present in the D0 signal region and the t vs. �t384
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Figure 24: Distributions of (left) decay time and (right) decay-time uncertainty for (black)
truth-matched background decays in the m(K�⇡+⇡�) signal window and (red) simulated
D+

! K�⇡+⇡+ candidates in the sideband region [1.758, 1.814] [ [1.936, 1.992]GeV/c2.
The sideband has been scaled to match the normalization of the signal region.

25

1.75 1.8 1.85 1.9 1.95 2
]2c) [GeV/+π+π−K(m

210

310

410

2 c
C

an
di

da
te

s p
er

 1
.0

 M
eV

/

Data

Fit

Background

 preliminaryBelle II

4−
2−
0
2
4σ/

Δ

1.75 1.8 1.85 1.9 1.95 2
]2c) [GeV/+π+π−K(m

210

310

410

2 c
C

an
di

da
te

s p
er

 1
.0

 M
eV

/

Data

Fit

Background

 preliminaryBelle II

4−
2−
0
2
4σ/

Δ

1.75 1.8 1.85 1.9 1.95 2
]2c) [GeV/+π+π−K(m

210

310

410

2 c
C

an
di

da
te

s p
er

 1
.0

 M
eV

/

Data

Fit

Background

 preliminaryBelle II

4−
2−
0
2
4σ/

Δ

Figure 39: Distribution of D+
! K�⇡+⇡+ candidates in data, with three di↵erent fit

projections overlaid: (left) nominal model with signal described by the sum of two Gaus-
sian distributions and a Crystal-Ball function, all three with common mean; (center) first
alternative model in which the signal is described by the sum of two Gaussian distribu-
tions; (right) second alternative model in which the signal is described by the sum of
a Crystal-Ball and a Gaussian distribution. In all the background is modeled with an
exponential function. The vertical dashed lines indicate the signal region.

and shown in Figure 38. The shifts in the resulting D0 lifetimes with respect to the508

nominal fit, �0.040 ± 0.059 fs and �0.199 ± 0.068 fs, are within the assigned systematic509

uncertainty.510

The background contamination under the D+
! K�⇡+⇡+ peak is already accounted511

for in the nominal fit of the D+ lifetime using sideband data. Simulation shows that512

the selected m(K�⇡+⇡�) sidebands describe well the decay-time distribution of the back-513

ground in the signal region; however, poor consistency between data and simulation in514

the low-mass sideband could indicate that this may not hold for the data (Section 2), and515

may result in a systematic bias. To quantify the bias 1000 pseudoexperiments, each con-516

sisting of the same statistics and with signal-to-background proportions as the data, are517

generated and fit. In the generation, candidates populating the signal region are sampled518

from the fit PDF, following Section 4.1 with input lifetime of 1040 fs. Candidates from519

the sidebands are bootstrapped from the 0.5 ab�1 run-independent sample of simulated520

e+e� collisions to emulate sideband data that do not describe the background in the signal521

region. The absolute averaged di↵erence between the measured and generated lifetimes,522

1.47 ± 0.16 fs, is assigned as systematic uncertainty on the D+ lifetime due to possible523

inaccuracies in modeling the background in the signal region.524

In D+-lifetime fit the fraction of background decays in the signal region is constrained525

from a fit to the m(K�⇡+⇡�) distribution. The nominal m(K�⇡+⇡�) model consists of526

a sum of two Gaussian distributions and a Crystal-Ball function for the signal, and an527

exponential function for the background. The fit determines a background fraction of528

(8.777± 0.051)%. Changing the signal model to (1) a sum of two Gaussian distributions529

returns a fraction of (8.976 ± 0.011)%; changing it to (2) a sum of a Crystal-Ball and a530
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Results to simulated decays

• Simulation weighted to match 
data luminosity and S/B ratio


• Results consistent with 
generated lifetimes of (D0) 410.1 
fs and (D+) 1040 fs
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Figure 34: Decay-time distributions of (top-left) D0
! K�⇡+, (top-right) D0

!

K�⇡+⇡+⇡� and (bottom) D+
! K�⇡+⇡+ candidates in simulation, with fit projections

overlaid. For the D+ case, the distribution and projections are shown separately for can-
didates in the (bottom-left) signal and (bottom-right) sideband regions. The projection
of the background component is shown in red.
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4.2 Validation with Belle II simulation431

The results of the fit to samples of run-dependent simulation, scaled to the same lumi-432

nosity/signal e�ciency of the data as discussed in Section 2, are reported in Table 2 and433

projections are shown in Figure 35. The estimated lifetimes are consistent with the values434

used in generation of 410.1 fs and 1040 fs, for the D0 and D+ cases respectively.435

Parameter Fit result

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

⌧ (fs) 411.9± 1.1 408.4± 1.2 1040.7± 4.8
b (fs) �0.80± 0.56 �0.68± 0.64 �0.2± 1.7
bbkg (fs) – – 6.9± 2.2
f1 0.9777± 0.0068 – –
s(1) 1.139± 0.012 1.1845± 0.0085 1.303± 0.011
s2 2.73± 0.21 – –
fb – – 0.08818± 0.00050
fbl – – 0.441± 0.015
fbl1 – – 0.717± 0.013
⌧b1 (fs) – – 163.5± 7.8
⌧b2 (fs) – – 903± 30

Table 2: Results of the fit to the simulation.

These results confirm already that the small e↵ects that are neglected in the fits,436

such as the background contamination present in the D0 signal region and the t vs. �t437

correlations, do not have a large impact at current precision. In Section 5 more checks438

are performed and systematic uncertainties due to such e↵ects are assigned.439

4.3 Unblinded results from a subset of the data440

The results of the fit to the 2019 data are reported in Table 3 and projections are shown441

in Figure 36. Due to the limited statistics, the D0
! K�⇡+ sample is fit with a single-442

Gaussian resolution model. The estimated lifetimes are consistent with the expected443

values of 410.1± 1.5 fs and 1040± 7 fs, for the D0 and D+ cases respectively [4].444

4.4 Blind results from the full data sample445

The results of the fit to the full data sample are reported in Table 4 and projections446

are shown in Figure 37. The same blinding o↵set is used for the D0
! K�⇡+ and447

D0
! K�⇡+⇡+⇡� modes. The measured lifetimes are consistent within the two modes,448

even when only statistical uncertainties are considered.449

A striking di↵erence compared to the fit to the simulation is in the value of the bias450

parameter b, which is significantly di↵erent from zero for both the D0 and D+ cases. The451

presence of a bias in data could be due to di↵erent sources, such as imperfect alignment452

of the tracking detectors, a bias in the measured position of the beam spot, and/or other453
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Results to the full data sample

• More precise than, and consistent with,  
the respective world-average values of 
410.1±1.5 fs and 1040±7 fs.
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Figure 36: Decay-time distributions of (top) D0
! K�⇡+⇡+⇡� and (bottom) D+

!

K�⇡+⇡+ candidates in data, with fit projections overlaid. For the D+ case, the distribu-
tion and projections are shown separately for candidates in the (bottom-left) signal and
(bottom-right) sideband regions. The projection of the background component is shown
in red.
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6 Final results and conclusions735

A measurement of the D0 and D+ lifetimes is performed using data collected by Belle II736

during 2019 and 2020, and corresponding to an integrated luminosity of 72.0 fb�1. The D0
737

lifetime is measured in two di↵erent decay modes, D0
! K�⇡+ and D0

! K�⇡+⇡+⇡�;738

the blind results are:739

⌧(D0
! K�⇡+) = 416.1± 1.1± 0.8 fs ,740

⌧(D0
! K�⇡+⇡+⇡�) = 414.4± 1.2± 1.4 fs ,741

742

where the first uncertainties are statistical and the second systematic. They are consistent743

with each other within statistical uncertainties. The lifetime measured in theD0
! K�⇡+

744

mode is more precise and is used as nominal results. The D+ lifetime is measured using745

the D+
! K�⇡+⇡+ channel; the blind result is:746

⌧(D+) = 1036.0± 4.7± 3.1 fs .747
748

These are world’s most precise D0 and D+ lifetimes to date, and are still limited by the749

statistical uncertainties.750

After the green light for unblinding has been given, the final results are18751

⌧(D0) = 410.5± 1.1± 0.8 fs ,752

⌧(D+) = 1030.4± 4.7± 3.1 fs .753
754

They are consistent with the world-average values of 410.1±1.5 fs and 1040±7 fs, respec-755

tively [4]. Assuming that all systematic uncertainties are fully correlated between the two756

measurements, with the only exception of those due to the background contamination757

(which are assumed uncorrelated), the total correlation coe�cient is determined to be758

18%. The ratio between D+ and D0 lifetimes is, therefore, derived to be759

⌧(D+)

⌧(D0)
= 2.510± 0.015 .760

18
For completeness, the lifetime from the D0

! K�⇡+⇡+⇡�
mode is 408.8± 1.2± 1.4 fs.
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Systematic uncertainties

• Uncertainties due to momentum scale and input charm 
masses assume world-average lifetimes

￼12

5 Systematic uncertainties and consistency checks473

The following sources of systematic uncertainties are considered in the analysis: assumed474

resolution model, treatment of background contamination, imperfect alignment of the475

tracking detectors, uncertainties in the momentum scale correction and in the input charm476

masses. The evaluation of the corresponding systematic uncertainties is detailed in the477

following. Table 8 reports a summary of all contributions, their total and a comparison478

with the statistical uncertainties. Additional data-based consistency checks are performed479

in Section 5.5.480

Source Uncertainty (fs)

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

Resolution model 0.16 0.46 0.39
Backgrounds 0.24 1.23 2.52
Detector alignment 0.72 0.43 1.70
Momentum scale 0.19 0.19 0.48
Input charm masses 0.01 0.01 0.03

Total systematic 0.8 1.4 3.1
Statistical 1.1 1.2 4.7

Table 8: Summary of uncertainties a↵ecting the lifetime measurements. The total sys-
tematic is the sum in quadrature of the individual components.

5.1 Resolution model481

As discussed in Section 3, the reconstructed and true decay times are both correlated482

with the estimated �t. These correlations are, however, neglected in the nominal fit483

and result in imperfect description of the decay-time distribution as a function of �t, as484

shown in Appendix B. To quantify the e↵ect of the neglected correlations on the measured485

lifetimes, 1000 subsamples consisting of the same statistics as the data are sampled with486

repetition (bootstrapped) from a large run-independent (MC13a) simulation sample of487

truth-matched signal decays (corresponding to an integrated luminosity of 0.5 ab�1).13488

A fit with the nominal strategy that neglects the t vs. �t correlations is performed on489

each subsample and the measured lifetime is compared to the true lifetime of the parent490

sample. The average absolute di↵erences between the measured and true lifetimes are491

0.107±0.055 fs, 0.417±0.044 fs and 0.25±0.14 fs for the D0
! K�⇡+, D0

! K�⇡+⇡+⇡�
492

and D+
! K�⇡+⇡+ cases, respectively. Apart from the D0

! K�⇡+⇡+⇡� case, the493

di↵erences are consistent with zero. The sum of the average di↵erence and its uncertainty494

is then assigned as systematic uncertainty due to imperfect resolution model.495

The D0
! K�⇡+ fit is limited to candidates with �t values below 1 ps, to avoid insta-496

bility in the fit due to candidates with poorly measured decay times. As a cross-check,497

13
The discrepancies between data and MC13a simulation shown in Appendix A do not a↵ect the t vs.

�t correlations.
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Imperfect alignment (i.e., decay-length scale)
• A misalignment of the tracking detectors may 

affect the determination of the decay-length 
and hence the lifetime


• Systematic deformations that change the 
decay-length scale are the most 
worrisome


• Privately-produced signal samples, of the 
same statistics as the data, are simulated 
introducing realistic misalignment effects


• The same generated events are 
simulated with perfect alignment and 
with different misalignment 
configurations, then fit to determine the 
lifetime


• For each configuration, a calibration of 
the beam spot is also performed using 
simulated dimuon events ￼13
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Decay-time resolution model
• The resolution model ignores correlations between 

t and σt, which are clearly visible in simulation


• The b and s parameters of the resolution 
function have both a dependence on σt


• σt is correlated with the true decay time


• This results in discrepancies between the fit model 
and the data in the 2D (t,σt) distribution


• To assess the impact on the measured lifetimes, 
the fit is performed on 1k subsamples 
bootstrapped from a large sample of (run-
independent) simulated signal decays


• The average absolute differences between the 
measured and true lifetimes are 
(Kπ) 0.107 ± 0.055 fs 
(K3π) 0.417 ± 0.044 fs 
(K2π) 0.25 ± 0.14 fs


• Apart from the K3π case, the differences are 
consistent with zero. The sum of the average 
difference and its uncertainty is then assigned 
as systematic uncertainty due to imperfect 
resolution model ￼14
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Figure 29: Distributions of the (top) average decay-time residual and (bottom) standard
deviation of decay-time pull as a function of decay-time uncertainty for truth-matched
(left) D0

! K�⇡+, (center) D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+ decays in
simulation. The blue lines represent possible parametrizations of the observed dependen-
cies.
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Figure 30: Average true decay-time as a function of the decay-time uncertainty for truth-
matched (left) D0

! K�⇡+, (center) D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+

decays in simulation. The blue lines represent possible parametrizations of the observed
dependencies. The red lines represent the nominal D0 and D+ lifetimes.
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Figure 29: Distributions of the (top) average decay-time residual and (bottom) standard
deviation of decay-time pull as a function of decay-time uncertainty for truth-matched
(left) D0

! K�⇡+, (center) D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+ decays in
simulation. The blue lines represent possible parametrizations of the observed dependen-
cies.
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Figure 30: Average true decay-time as a function of the decay-time uncertainty for truth-
matched (left) D0

! K�⇡+, (center) D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+

decays in simulation. The blue lines represent possible parametrizations of the observed
dependencies. The red lines represent the nominal D0 and D+ lifetimes.
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Backgrounds: D0 case

• The signal region contains <1% background, 
which is neglected in the fit: expect a bias on 
the measured lifetime ~fb(τbkg – τsig)


• The simulation is expected to reproduce the 
background decay-time distributions 
reasonably well


• Fits to 500 (run-independent) simulated 
samples of generic e+e– collisions, consisting 
of the same statistics and S/B ratio as the 
data, return biases of (Kπ) 0.24 ± 0.06 fs and 
(K3π) 1.23 ± 0.06 fs due to neglected 
backgrounds


• These are assigned as systematic 
uncertainties

￼15
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Figure 16: Distributions of (left) decay time and (right) decay-time uncertainty for the
D0

! K�⇡+⇡+⇡� candidates populating the sideband region 1.92 < m(K�⇡+⇡+⇡�) <
2.0GeV/c2 in (black points) data and (red lines) simulation. The simulation is shown
with (dashed line) normalization fixed to the data luminosity and with (solid line) truth-
matched signal decays additionally scaled by a factor 0.7.
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Figure 17: Distributions of (left) decay time and (right) decay-time uncertainty for (black
points) truth-matched background decays in the m(K�⇡+⇡+⇡�) signal window and (red)
simulated D0

! K�⇡+⇡+⇡� candidates in the sideband region [1.92, 2.0]GeV/c2. The
sideband has been scaled to match the normalization. of the signal region.
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Figure 16: Distributions of (left) decay time and (right) decay-time uncertainty for the
D0

! K�⇡+⇡+⇡� candidates populating the sideband region 1.92 < m(K�⇡+⇡+⇡�) <
2.0GeV/c2 in (black points) data and (red lines) simulation. The simulation is shown
with (dashed line) normalization fixed to the data luminosity and with (solid line) truth-
matched signal decays additionally scaled by a factor 0.7.
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Figure 17: Distributions of (left) decay time and (right) decay-time uncertainty for (black
points) truth-matched background decays in the m(K�⇡+⇡+⇡�) signal window and (red)
simulated D0

! K�⇡+⇡+⇡� candidates in the sideband region [1.92, 2.0]GeV/c2. The
sideband has been scaled to match the normalization. of the signal region.
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Backgrounds: D+ case
• The background is accounted for by the fit using 

sideband data. Two sources of uncertainties:


1. Background modeling


• Simulation shows that sideband data describes 
the background in the signal region correctly, 
however, simulation and data sidebands show 
some disagreement


• Fits to 1k pseudo experiments that micic a 
similar level of disagreement between signal and 
sidebands return an average bias of 2.52 ± 0.16 
fs, which is assigned as systematic uncertainty


2. Background fraction


• Determine background fraction in signal region 
with alternative mass models and repeat fit to 
the data


• Average variation wrt to nominal result of 0.14 ± 
0.32 fs is consistent with zero (no additional 
systematic uncertainty assigned) ￼16
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Figure 23: Distributions of (left) decay time and (right) decay-time uncertainty for the
D+

! K�⇡+⇡+ candidates populating the sideband regions (top) 1.758 < m(K�⇡+⇡�) <
1.814GeV/c2 and (bottom) 1.936 < m(K�⇡+⇡�) < 1.992GeV/c2 in (black points) data
and (red lines) simulation. The simulation is shown with (dashed line) normalization
fixed to the data luminosity and with (solid line) truth-matched signal decays additionally
scaled by a factor 0.78.
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Figure 39: Distribution of D+
! K�⇡+⇡+ candidates in data, with three di↵erent fit

projections overlaid: (left) nominal model with signal described by the sum of two Gaus-
sian distributions and a Crystal-Ball function, all three with common mean; (center) first
alternative model in which the signal is described by the sum of two Gaussian distribu-
tions; (right) second alternative model in which the signal is described by the sum of
a Crystal-Ball and a Gaussian distribution. In all the background is modeled with an
exponential function. The vertical dashed lines indicate the signal region.

and shown in Figure 38. The shifts in the resulting D0 lifetimes with respect to the508

nominal fit, �0.040 ± 0.059 fs and �0.199 ± 0.068 fs, are within the assigned systematic509

uncertainty.510

The background contamination under the D+
! K�⇡+⇡+ peak is already accounted511

for in the nominal fit of the D+ lifetime using sideband data. Simulation shows that512

the selected m(K�⇡+⇡�) sidebands describe well the decay-time distribution of the back-513

ground in the signal region; however, poor consistency between data and simulation in514

the low-mass sideband could indicate that this may not hold for the data (Section 2), and515

may result in a systematic bias. To quantify the bias 1000 pseudoexperiments, each con-516

sisting of the same statistics and with signal-to-background proportions as the data, are517

generated and fit. In the generation, candidates populating the signal region are sampled518

from the fit PDF, following Section 4.1 with input lifetime of 1040 fs. Candidates from519

the sidebands are bootstrapped from the 0.5 ab�1 run-independent sample of simulated520

e+e� collisions to emulate sideband data that do not describe the background in the signal521

region. The absolute averaged di↵erence between the measured and generated lifetimes,522

1.47 ± 0.16 fs, is assigned as systematic uncertainty on the D+ lifetime due to possible523

inaccuracies in modeling the background in the signal region.524

In D+-lifetime fit the fraction of background decays in the signal region is constrained525

from a fit to the m(K�⇡+⇡�) distribution. The nominal m(K�⇡+⇡�) model consists of526

a sum of two Gaussian distributions and a Crystal-Ball function for the signal, and an527

exponential function for the background. The fit determines a background fraction of528

(8.777± 0.051)%. Changing the signal model to (1) a sum of two Gaussian distributions529

returns a fraction of (8.976 ± 0.011)%; changing it to (2) a sum of a Crystal-Ball and a530

45

nominal alternative

D+→K–π+π+

Low-mass 
sideband

High-mass 
sideband

• , K–π+π–π+



• World’s best results of D0 and D+ lifetime,  
consistent with current world averages. 


• Sub-1% accuracy establishes excellent 
performance of our detector!

Conclusion

￼17

6 Final results and conclusions735

A measurement of the D0 and D+ lifetimes is performed using data collected by Belle II736

during 2019 and 2020, and corresponding to an integrated luminosity of 72.0 fb�1. The D0
737

lifetime is measured in two di↵erent decay modes, D0
! K�⇡+ and D0

! K�⇡+⇡+⇡�;738

the blind results are:739

⌧(D0
! K�⇡+) = 416.1± 1.1± 0.8 fs ,740

⌧(D0
! K�⇡+⇡+⇡�) = 414.4± 1.2± 1.4 fs ,741

742

where the first uncertainties are statistical and the second systematic. They are consistent743

with each other within statistical uncertainties. The lifetime measured in theD0
! K�⇡+

744

mode is more precise and is used as nominal results. The D+ lifetime is measured using745

the D+
! K�⇡+⇡+ channel; the blind result is:746

⌧(D+) = 1036.0± 4.7± 3.1 fs .747
748

These are world’s most precise D0 and D+ lifetimes to date, and are still limited by the749

statistical uncertainties.750

After the green light for unblinding has been given, the final results are18751

⌧(D0) = 410.5± 1.1± 0.8 fs ,752

⌧(D+) = 1030.4± 4.7± 3.1 fs .753
754

They are consistent with the world-average values of 410.1±1.5 fs and 1040±7 fs, respec-755

tively [4]. Assuming that all systematic uncertainties are fully correlated between the two756

measurements, with the only exception of those due to the background contamination757

(which are assumed uncorrelated), the total correlation coe�cient is determined to be758

18%. The ratio between D+ and D0 lifetimes is, therefore, derived to be759

⌧(D+)

⌧(D0)
= 2.510± 0.015 .760

18
For completeness, the lifetime from the D0

! K�⇡+⇡+⇡�
mode is 408.8± 1.2± 1.4 fs.
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Backup
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Efficiency vs decay time

• Efficiency consistent with being independent of decay time


• Average true decay times consistent with generated lifetimes of 410.1. fs and 1040 fs 
(values in parenthesis are from larger sample of run-independent simulation)

￼19

3 Reconstruction e↵ects256

The reconstruction and selection of the signal candidates avoids any requirement that257

could bias the decay time or introduce a variation of the e�ciency as a function of decay258

time. Simulation confirms that this is indeed the case, as shown in Figure 25. The259

true average decay-times of the selected truth-matched signal decays are found to be260

411.73± 0.88 fs, 410.86± 0.87 fs and 1047.6± 5.0 fs for D0
! K�⇡+, D0

! K�⇡+⇡+⇡�
261

and D+
! K�⇡+⇡+, respectively, consistently with the lifetime values used in generation.262
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Figure 25: E�ciency (relative to its average) as a function of the true decay time for
for truth-matched (left) D0

! K�⇡+, (center) D0
! K�⇡+⇡+⇡� and (right) D+

!

K�⇡+⇡+ decays in simulation. The solid (dashed) blue line is the projection of a fit to
a constant (straight line). The �2/ndf of the fit is 31.7/39 (28.2/38) for D0

! K�⇡+,
31.1/39 (30.2/38) for D0

! K�⇡+⇡+⇡� and 41.3/39 (39.8/38) for D+
! K�⇡+⇡+.

To study the resolution e↵ects decay-time residual, �t, is defined as the di↵erence263

between the estimated and the true decay times. The decay-time residual distributions264

of truth-matched signal decays are shown in Figure 26. The distributions have mean265

values fairly consistent with zero and a standard deviations of approximately 95 fs, 82 fs266

and 72 fs for D0
! K�⇡+, D0

! K�⇡+⇡+⇡� and D+
! K�⇡+⇡+ decays, respectively.7267

The distribution are not Gaussian, because the decay-time resolution is expected to be268

di↵erent for each candidate depending on the decay kinematics.269

To better study the resolution model we therefore inspect the distribution of the270

decay-time pull �t/�t, where �t is the per-candidate decay-time uncertainty. If �t is271

correctly estimated, the pull is expected to be distributed as a Gaussian with unit width.272

The decay-time pull distributions of truth-matched signal decays (Figure 27), while being273

fairly Gaussian, have widths significantly larger than unity, indicating that �t is in average274

underestimated by approximately 20% for all decays. The distribution of D0
! K�⇡+

275

decays have significantly larger non-Gaussian tails compared to D0
! K�⇡+⇡+⇡� and276

D+
! K�⇡+⇡+ decays.277

7
The tendency towards negative values of the mean of all three distributions could be due to the

choice of the signal windows, which do not symmetrically integrate the known correlations between �t
and mass. This should not be a concern for the lifetime measurements as confirmed by the data-based

checks discussed in Section 5.5.

26

D0→K–π+ D0→K–π+π–π+ D+→K–π+π+

411.73 ± 0.88 fs 410.86 ± 0.87 fs 1047.6 ± 5.0 fs
(410.72 ± 0.37 fs) (409.98 ± 0.40 fs) (1042.8 ± 1.8 fs)



Results from 2019 data (unblinded)

• All lifetimes well consistent with world-
average values 
 

• Reasonable modeling of the decay-
time distributions

￼20
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Figure 35: Decay-time distributions of (top-left) D0
! K�⇡+, (top-right) D0

!

K�⇡+⇡+⇡� and (bottom) D+
! K�⇡+⇡+ candidates in 2019 data, with fit projections

overlaid. For the D+ case, the distribution and projections are shown separately for can-
didates in the (bottom-left) signal and (bottom-right) sideband regions. The projection
of the background component is shown in red.
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Parameter Fit result

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

⌧ (fs) 411.9± 1.1 408.4± 1.2 1041.0± 4.7
b (fs) �0.80± 0.56 �0.68± 0.64 5.1± 1.1
f1 0.9777± 0.0068 – –
s(1) 1.139± 0.012 1.1845± 0.0085 1.2970± 0.0095
s2 2.73± 0.21 – –
fb – – 0.0938± 0.0012
fbl – – 0.454± 0.013
fbl1 – – 0.721± 0.012
⌧b1 (fs) – – 159.0± 7.1
⌧b2 (fs) – – 896± 29

Table 2: Results of the fit to the simulation.

correlations, do not have a large impact at current precision. In Section 5 more checks385

are performed and systematic uncertainties due to such e↵ects are assigned.386

4.3 Unblinded results from a subset of the data387

The results of the fit to the 2019 data are reported in Table 3 and projections are shown388

in Figure 35. Due to the limited statistics, the D0
! K�⇡+ sample is fit with a single-389

Gaussian resolution model. The estimated lifetimes are consistent with the expected390

values of 410.1± 1.5 fs and 1040± 7 fs, for the D0 and D+ cases respectively [2].391

Parameter Fit result

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

⌧ (fs) 414.8± 3.2 406.1± 3.5 1022± 13
b (fs) 3.0± 1.6 1.8± 1.8 3.4± 4.2
s 1.225± 0.022 1.147± 0.024 1.260± 0.030
fb – – 0.0830± 0.0015
fbl – – 0.468± 0.063
fbl1 – – 0.798± 0.037
⌧b1 (fs) – – 121± 19
⌧b2 (fs) – – 642± 83

Table 3: Results of the fit to the 2019 data. The blinding is not implemented.

4.4 Blind results from the full data sample392

The results of the fit to the full data sample are reported in Table 4 and projections393

are shown in Figure 36. The same blinding o↵set is used for the D0
! K�⇡+ and394

36
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⌧(D0) = 410.1± 1.5 fs

⌧(D+) = 1040± 7 fs



Validation with pseudo experiments

￼21
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Figure 33: Summary of the results from the validation with pseudoexperiments simulating
the (left) D0

! K�⇡+, (center) D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+ fits: (top)
mean lifetime obtained from fitting 1000 pseudoexperiments as a function of the generated
lifetime; (middle) mean and (bottom) standard deviation of the pull (⌧fit � ⌧gen)/�fit

distribution as a function of the generated lifetime.

34



Consistency checks

• Several additional checks are 
performed targeting the 
particular systematic 
uncertainties that have been 
already discussed and/or 
possible other unexpected 
effects


• Nothing unexpected observed


• As an example: the lifetimes 
measured in bins of run 
number, polar angle and 
azimuthal angle show 
variations that are consistent 
with statistical fluctuations

￼22
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Figure 40: Variation of the lifetimes measured in data with (left) D0
! K�⇡+, (center)

D0
! K�⇡+⇡+⇡� and (right) D+

! K�⇡+⇡+ as a function of (top) experiment 12
run blocks, (middle) polar-angle bins, (bottom) azimuthal-angle bins. The variation is
computed with respect to the average of the points; the �2/ndf of the average is also
reported. The red bands correspond to ±1� (statistical only) of the nominal results. In
the D+ case, for all subsets the background fraction is assumed to be the same as that of
the full sample.

48



(Blind) Results to the full data sample

• Blinding offsets sampled random between 
(D0) [–7.5,7.5] fs and (D+) [–35,+35] fs


• Same blinding for Kπ and K3π final states


• D0 lifetime consistent between the two modes


• Statistical precision competitive with world 
average: (D0) 1.5 fs, (D+) 7 fs
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Figure 36: Decay-time distributions of (top) D0
! K�⇡+⇡+⇡� and (bottom) D+

!

K�⇡+⇡+ candidates in data, with fit projections overlaid. For the D+ case, the distribu-
tion and projections are shown separately for candidates in the (bottom-left) signal and
(bottom-right) sideband regions. The projection of the background component is shown
in red.
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D0→K–π+

D+→K–π+π+ D+→K–π+π+

D0→K–π+π–π+

Parameter Fit result

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

⌧ (fs) 414.8± 3.2 406.1± 3.5 1024± 13
b (fs) 3.0± 1.6 1.8± 1.8 0.9± 5.0
bbkg (fs) – – 6.1± 7.4
s 1.225± 0.022 1.147± 0.024 1.272± 0.033
fb – – 0.0827± 0.0015
fbl – – 0.429± 0.070
fbl1 – – 0.791± 0.042
⌧b1 (fs) – – 130± 24
⌧b2 (fs) – – 639± 90

Table 3: Results of the fit to the 2019 data. The blinding is not implemented.

Parameter Fit result

D0
! K�⇡+ D0

! K�⇡+⇡+⇡� D+
! K�⇡+⇡+

⌧ (fs) 416.1± 1.1 414.4± 1.2 1036.0± 4.7
b (fs) 3.30± 0.55 5.27± 0.64 7.5± 1.7
bbkg (fs) – – 4.4± 2.3
f1 0.969± 0.010 – –
s(1) 1.118± 0.013 1.1648± 0.0084 1.2887± 0.0099
s2 2.47± 0.18 – –
fb – – 0.08803± 0.00050
fbl – – 0.401± 0.017
fbl1 – – 0.825± 0.011
⌧b1 (fs) – – 153.1± 6.5
⌧b2 (fs) – – 818± 34

Table 4: Blind results of the fit to the data.

e↵ects that may be poorly modeled in simulation. Many of these e↵ects are explicitly454

tested in Section 5, either when evaluating the systematic uncertainties or through data-455

based consistency checks. Independently of the source of the bias, the validation studies456

performed in Section 4.1 show that the fit reliability in estimating the signal lifetimes is457

not a↵ected by the presence of a nonzero bias in the resolution function.458

The linear correlation coe�cients of the fit parameters are reported in Table 5.459
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