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1. Introduction to Belle II DAQ

Design Policy

- Conventional trigger-synchronized DAQ sequence.

- Deadtime-less design: pipelined trigger flow control.

- COPPER-based readout : combat proven scheme in Belle.

- Scalable back-end DAQ.

- Unified Software Framework
   * The same offline software framework (basf2) runs on every
     component in DAQ (even on COPPERs!)

- “Non-Stop” DAQ
   * Once DAQ is started. it is running all the time.
   * If a trouble occurs in detector FEE, stop the trigger distribution,
     fix the trouble locally, and restore the trigger without restarting
     other DAQ components.



  

Trigger/Clock Timing Distribution to detector FEE Nakao
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COPPER and Belle2link

Form factor = VME 9U
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1000Base-T port x 2

CPU (Linux)
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Memory : 512MB 

Timing
Receiver

* Network-booted SL5.5
* basf2 runs on it.

~ 250 COPPERs

dedicated readout 
software by Yamada-san
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- In the FPGA on detector front-end card, “virtual” FINESSE” 
  is implemented, and it talks with “Belle2link transmitter core”. 
- In COPPER, Belle2link receiver (HSLB) is implemented instead
  of digitizer FINESSE, and connected to front-end card via
  optical fibers.
- The receiver “remote controls” the “virtual FINESSE” (slow
   control) and receives the data stream via optical fibers as if 
   the remote FINESSE is implemented on the COPPER.

Belle2link

FPGA

developed under collaboration with IHEP China (Zhen'An Liu's group)



  

S.Y.Suzuki
Event Builder
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Software Trigger Strategy on HLT
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- One unit processes
  * 3-5kHz L1 rate (of total of 30kHz) with event size <100kB
  * 1/2 rate reduction with “Level 3” filter
      - Based on fast CDC tracking + ECL clustering. 
      - Cut in the track |z| position and ECL energy sum 
  * Full event reconstruction using all detector signals except PXD
  * Software trigger using physics event skim codes
    (Hadronic/tau event selection....) + Monitor trigger -> 1/3 reduction

PXD R/O

hlt-output

Expected rate reduction : 1/3 = 1-2 kHz/unit at output.

event-by-event parallel processing pipeline-parallel

x 320 cores(worker nodes) / unit

x 10 units



  

Integration of Pixel Detector
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- HLT performs special low momentum tracking and obtain
  “RoI” in PXD surface for reconstructed tracks.
- “RoI” is sent to PXD readout box for HLT-taken events. 
- PXD box associate PXD-hits with RoI  by FPGA processing
  and only associated hits are sent to 2nd EVB.
      -> ~1/10 reduction (data size) + 1/3 (rate) expected.
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Slow Control

- Need to manage two different frameworks: NSM2 and EPICS.
- NSM2 is a home-grown slow control framework used in main DAQ compoents.
- EPICS is used in some of detector subsystems and SuperKEKB accelerator.
- A transparent environment is being developed.



  

Data Quality Monitoring
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SuperKEKB/Belle II: Operation History

- Phase 1 : Accelerator tuning / Vacuum scrubbing.

- Phase 2 : Test run with outer detectors + pilot VXD detector

- Phase 3 : Physics data taking with all (but not complete) detectors
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DAQ Status  in Phase 3

- DAQ is basically running stably.

- Nominal L1 rate is around 3.5 kHz at L = 5.5 x 1033 

- The overall DAQ efficiency is still 80 – 85 %. But when the beam
  and detector operation is stable, the efficiency is more than 90%.

- Injection veto distribution via FTSW is working stably.

Sources of DAQ dead time:

   1) PXD BUSY
        * Bad modules not sending data
   2) CDC ttlost/b2ldown
        * FE reprogramming required
   3) TOP BUSY
        * Still firmware debugging.
   4) ECL BUSY
        * Wave form readout
   5) TRG BUSY/ttlost
        * Still firmware/software debugging.
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  ERRORs detected by COPPER and ROPCs
 SVD : mainly after receiving large events
 CDC : belle2link seems unstable in some links
 TOP : event # jumps. FW work by TOP experts is 

ongoing.
 ARICH : Stable. B2link errors in several COPPERs at the 

same time.
 ECL : b2link is stable. Sometimes no events arrives at 

some COPPERs
 KLM : Stable. 
 TRG : Event # jump.

 Recovery of HSLB from large event errors
 COPPER CPU freeze

  Event size 
 Currently, the event size is within the expectation. 

( except for SVD with larger occupancy. )

Investigation ongoing

S.Yamada
Detailed analysis of errors (non-PXD)



  

[Comment on full wave form readout from DAQ]
  * We assumed that the full wave form readout is limited 
    for the calibration purpose only during injection veto trigger.
  * But we very recently recognized that ECL group is planning
    to make it default in DAQ for the hadron ID.
  * It is not included in the original DAQ design.
      -> The data size increase was found to be manageable and
           we agreed to switch to this option in normal DAQ
           Further debugging is in progress -> ECL talk

- ECL
   * Mostly due to the switching to the full wave form readout
         -> caused BUSY many times
   * If it runs in normal mode, ECL is quite stable.

- Problems related to TOP 
  * FTSW trouble -> lost 3 hours
  * Problem in database interface application (daqdbprovider)
              -> lost 3 hours
        => Still under the investigation.



  

Good day (June 2)



  

Bad day (May 25)



Last week livetime ratio while HV of detectors are permitted by accelerator. 
-> 85% ( 80% with all sub-systems )

Overall DAQ status in Phase 3 (by Yamada-san) 

Dummy trigger runs with HV off
during machine study etc.



  

- Further improvements in DHH/DHI firmware were made and
  the problems seem to be fixed.

PXD

S.Reiter



  

- RoI based data reduction was not available in Phase3.

S.Reiter

* Some mistake in the ordering of module ID in DHH?
      -> fixed by firmware update? or cabling?



  
* Why reprogramming of FEE is required? Unrecoverable SEU?

CDC N.Taniguchi

various errors



  

TOP
K.Nishimura

- Still various bugs in firmware 
        -> further effort during summer shutdown.



  

ECL : Waveform readout

- The increase in the data size is not so much and within a
  manageable level.
    -> DAQ group agreed to go with waveform readout for ECL.

A.Kuzmin



  

- Further debuggng of firmware is required to be prepared for burst events.
- Identification of background event by having veto trigger with E_tot>20GeV
     -> already talked to trigger group.

A.Kuzmin



  

TRG H.Nakazawa



  

- Sugiura-san is studying various correlation in FTSW and accelerator parameters.
- Very useful to understand the beam condition. 

FTSW

R.Sugiura



  

R.Sugiura



  

M.Nakao



Current event size on COPPER (including DAQ overhead)
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Event 
size/C
OPPER

max. 
rate 
w/o 
loss

1 kB 75kHz

2 kB 40kHz

3 kB 25kHz

4 kB 20kHz

S.Yamada



Current total event size is ~100kB/evEvent size at ERECO



  

Backend Processing (Event Building / HLT / Express Reco)

- ExpressReco is also stably working. 

- The DQM scheme using HLT and ExpressReco is in a good shape.
   * Reference histograms are superimposed for the comparison.
   * Quality checking scheme has been established.

- Event building is stably 
working.- At the very beginning of Phase 3, HLT was unstable because of
  the incomplete Linux signal handling at STOP/ABORT.
     -> Fixed by Nils and now the operation is quite stable.

- The maximum processing rate with 5 HLT units is now >10kHz.

- Time to STOP/ABORT HLT has been reduced to 30 sec (from up 
   to 5 min.) by new DQM histogram storage scheme.

- HLT selection has been tested and confirmed. Finally it was 
  turned on and now stably working.



  

Plan for Phase3-Fall run

+ HLT reinforcement during summer shutdown:
  1) Use of cvmfs to share the same software among HLT units.

  2) Addition of 5 more HLT units.
    * 2 units will be operated in the current configuration as a margin.
    * 2 units will be used for the test of new ZeroMQ HLT framework.
          -> will be prepared to be compatible with existing framework
              and added in the global DAQ time to time for the test.
    * 1 unit will be used for the test of new framework on SL7.

- Basically keep using the same DAQ configuration in fall run.

with various improvements in all 
subsystems
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