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e (General status.

 DAQ and firmware.

 Slow control.

* ARICH chiller problem.

*  Summary.

e Performance check.
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General status

Merger Board

\

trigger
from FTSW

Belle2Link

I 1 Merger: /|
—' 5~ FEB

ARICH has 6 sectors. Each one corresponds to 1/6 of
the HAPD.

— 1 sector: 12 Merger boards.
— 1 Merger: 5~6 FEB.
— 420 HAPD + FEB and 72 Mergers in total.

Full functioning and stable DAQ system in phase3.

— 2 Mergers with FTSW firmware
downloading program. (2 PC prepared for them)

Summer shutdown: investigation on those Mergers.

Jul. 23: Cable disconnection
Jul. 24: Endcap extraction.

Sep. 6: Cable reconnection for endcap push-in.
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SEU detection in FEB/Merger firmware

*  With target luminosity of Belle II:
~5 SEU/hr (0.2 uncorrectable/hr).

KB SEU L

* FEB: Spartan6 FPGASoft error mitigation [Pcore. FER SEL  INEE
— status_heartbeat & !status _uncorrectable MBEEL e

FEE SEL |[WNEIa
* Merger: A similar sem I[Pcore for Virtex5 FPGA MB SEU [

. . . . FEE SEL [WEass
— Single-bit error, multiple-bit error, crc error SEU.
MB SEL e

FFE SFL WEmEEs
* Implemented at the end of March

— Can be monitored by HSLB register, SLC and CSS now.

— In data, we finally decided to keep the data from the FEB SEU from 8th May.
So far, nothing wrong happens in data flow when SEU happens.
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SEU detection in phase3

e About ~2 FEB SEU would happen per day.

e Merger SEU: happens only once. ARICH FEB SEU in phase3

— SLC of copper would be dead.
Recovered by re-programming
Merger. 8

Entries/day
>

* Recovery can be simply done by BOOT
button in CSS. (FEB re-configuration) 4

* Power-cycle the entire system in
1 to few days. 0

1 1 | 1
2019-04-02 2019-05-02 2019-06-02
date

— Sometimes, power-cycle of LV is
also effective for some other problems (empty HAPD during platinum week).

* So far, no real problem observed due to it.
Now the FEB data is still kept with SEU, and no fatal problem in data flow (HLT
unpacker) have been seen so far.
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Threshold scan: Local run

Local run scheme: threshold scan.
— Quick and efficient way to check all HAPD, FEB-Merger links, and DAQ status.

Original threshold scan scheme:

\

\
1000 events Run stops. 1000 events Run stops. Repeat for
. i : hi U
(1000 triggers) Nifr\ézhgrgig_EB (1000 triggers) ”i“;rf)f,g';;‘ﬁ;“ 100 times ...
. . 4 4 4
Fast withhigh  Tjme_consuming: O(s)
trigger rate

— It takes roughly 10 min for 100 steps * 1000 events.

— SLC - HSLB parameter writing is done when a threshold is done.

New scheme with new FEB firmware:

1000 events
(1000 triggers)

1000

1000

1000

)

When reaching 1000 events, vth will be
incremented and written to ASICS inside FEB.

Total 1000*100 events.

— Non-stop in the middle. Incrementing on vth is done inside FEB firmware.

— Entire data taking process takes O(s).
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Internal threshold scan mode

* Setup for initialization through SLC and HSLB register: Just needs to be done once.
— Initial vth value: 2*8bits
— vth step size: 1
— Number of events for 1 threshold: 2
— Switch: 1

— Total number of events/threshold: Set it by CSS.
Number of events per step*Number of steps

— Initialization script is executed in each copper to avoid too many ssh through
ROPC to save time.

* Changes in software:
— 100 files = 1 file

— Check the sub-run ID of each files by EventMetaData.
—> Threshold value is stored in data header.
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DAQ Problems in phase3

FTSW 161 was somehow broken (can’t be recovered through JTag).
— Replaced with 172 on Feb. 28,

FTSW 159 kept producing ttlost in few ten minutes from Feb. 28™ to Mar. 15,
— AVAGO of trg output at 203 is broken and replaced.

Failure of FTSW programming on 2 Mergers: 4 6 and 4 8
— Using two laptops, USB amplifier, and JTag adaptor for them.

— Investigation during summer shutdown.

ttlost/fifoerr:

— If time has passed for a long time (a few days) since last power-cycle. Random
ttlost would happen more frequently (once a few hours).

— Same for the fifoerr problem, but the fifoerr happens only in 6 1. > Hardware
connection problem?
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DAQ Problems in phase3: firmware and SLC

* Copper SLC state is stuck in UNKNOWN between 20th and 22th May
— Temperature readout showed problem in between as well.

— Merger firmware was updated right before that.

— Might be due to version difference between local SLC in ropc and the central one.

* Firmware (in terms of HDL coding) should be fine it’s not a constant problem.

— Try to include timing constraints to all clocks, and use smartxplorer to optimize it.

— Looks fine so far?

Strategy

{ | MapRunTime

) m il

=
] e A i3

L mm birgoe0S rund  Done

MapExtraEfortlOReg btropc0S runS  Done
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Hiost Uulput Skatus| | TG SCDrE Hun fime LS Slice l"iEl;IIEt-EFE
bbrgocdS runl | Done 1oh 10rn 175| 14,015 (43%) | 13,702 (47%)
brgoc5 run2 | Dope Ioh 12m 595 14,021 (43%) 13,702 (47%)
ptrgocs | rung Done Oh 14m 50s| 12,032 (41%) 13,231 (45%)

o olalo

ah 09rn 555 14,016 (43%) | 13,654 (47%)
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DAQ Problems in phase3: initialization

e In cold-start , we need to booths (re-programming HSLB) after re-configuring Merger.
— Otherwise, 8-bit data shift problem will happen.

— As far as I confirmed, only ARICH needs it. (CDCFE is also virtex-5 GTP)

- ARICH 14/04 11:15:47 ROPCA40% prd4013 : ERROR _EVENT : B2LCRC 16 (00H) differs from one ( 53a9) calculated by PreRawC OPPERfromat class. Exiting

DEBUG ARICH 14/04 11:15:47 ROPC405 Cpranl3 ; COMOOT COMOOH CONOOR HS50000
DEBUG ARICH 14/04 11:15:47 ROPC405 cprdQ 13 : OHoOS QOROOH QOMOOR OOMOOH QOR0ON QOROOH QONOOH 0ONOOR QOO0 QOMHOOS
DEBUG ARICH 14/04 I1:15:47 ROPCA05 cprd01 3 1 0OR0OR COROOH OONOOR QOMOOH QORODH OONOOH OOROOH DOMOOR COROODN COHOOR

*  When the data shift happens, FIFO will stop being filled. 00ff is the pattern taken from
an empty FIFO inside HSLB.

» After looking into data, 00ff happens during the user data transmission.
Not during protocol hand-shake stage.

» Target: Can we detect it before run starts (during hand-shake), and then solve it by
firmware-level approaches (reset the GTP or modify the B2L protocol)?

— Need to check the B2L TX and RX state.
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DAQ Problems 1n phase3: initialization (cont’d)

When this 00ff problem happens, the data is like:

dafp2aag
aaaa2 a0
Ha8a2 891
B2f6caza
HeB108808
daapaBdog
daapaao
FF55 0888
ga610864a
g1808a0808
daapaBdog
HaBpeBgn
Baff Bafrf
Baff Bafrf
daf+aarf

FF7FB20cC
AAaa2a76
HeBdBeZe
A2 86 0e B8
AABc ABaA
A1850e03
Aaaoaaoa
ffaaBsaag
1SS LS R TET N
AAe1864a
A1800808
LT LEELETE NG
BaffBafrf
BaffBafrf
Aaffaarf

01c7 0808
7FFFo008
00002002
GLLLTT T
GLLLTTT
LT T TE
0106 0e 65
BAO2F698
GELTLLT
62000008
po01064a
010000080
BOFFOBFf
BOFFOBFf
OOFFOBFF

doBoaBana
doBoaBana
Haggaaz2d
daBgaBan
dasoaBaa
doBoaBana
doBoaa0a
8700800808
daBgaBan
BaBdoaBaoa
B480a008
HEBZF698
BAfFFaBfFf
BAfFFaBfFf
BOFFA6fFf

B2F69887
doapaaon
deag8aezd
8186 8e 88
daapaBon
doapaaon
doapaaon
B85ca6bb
daapa16a
daapaaon
HaBdpaaon
#780808fe
BOFf B8fFf
BOFf B8fFf
B8+ 88 F

Lcabb6Ba
paooeaan
FfaaBgoag
aBAnAAAAa
LAA2 A1 86
ga@16800
paooeaan
8afic7ag
aaapAAA
aaanAA1AA
paooeaan
89fe BOFF
BBF+aaFf
BBF+aaFf
BBFfB0afFf

A4 800809
Aaaoaaoa
H2F69887
1SS LS R TET N
He 820008
Aaaaa1 a6
Aaa1 8008
AABZf6ca
BG54aB81d8
AadoAam
AaaoBa108
HOFFBBFf
BaffBafrf
BaffBafrf
Aaffaarf

AaBoaana
AaBoaana
HeBg88a8
AaBaRaaa
AABaBAaA
AeBLBB0B
AaBoaana
CA8ZA64a
AaBgRaBn
A54aBA3na
Aasoaam
HOFFBBHF
BAFF BB
BAFF BB
AafFFaaff

fgeaaa19
(S LLsfsRs N5 i)
Lca6b68a
Baa1aA6aA
BAaAAAAA
B08aBaaa
BZ2FO9887
BganAAAA
BaaAAAAA
AAAaAAaAA
Bo4aBs a6
BOFFaafFf
BBFFARFF
BBFFARFF
BOFFBaFf

deapaay7
Frfrffafa
Hic/agdgn
H886814a6
daapsaae
doapaaon
daafs ey
84800808
daapaBagn
daapaaon
doafAang
HOF+BOFF
BOFf B8fFf
BOFf B8fFf
B8+ 88 F

AR EARAE, AR EARAErSs AR SEAREES AR ERARERSs ARAEEARARES AR FEARARESs AR S AR RARErSE RS REE AR

00ff happens during the user data transmission?
Not during protocol patterns exchange (hand-shake) stage?
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DAQ Problems 1n phase3: initialization (cont’d)

e First check: hardware tendency.

— After reproducing the problem for several times, the problem seems to happen
only among some specific Merger-HSLB.

* Symptoms: After re-configuring Merger,
- 00ff would happen w/o booths.
= “hslb is in bad state” sometimes.
—> “bad state” message can be cleared by booths, or just wait for ~1 min.

— Both “bad state” and “00ff” are not 100% to happen.
— Both can be cleared by re-connecting the dLC cable.

— By swapping dLC, both are found to be Merger side’s problem.
—> Firmware-level solution looks doable.

* Recent update:

— The problem happens on specific Mergers:
No need to scan all the HSLB to save time.

* More study will be done after ARICH is back.
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DAQ Problems in phase3: Merger 4 6

* The response (idcode) from Merger: FTSW u|| Merger
— Correct case: ¢2a96093
— 4 6 for now: 8552c127 - 1 bit is shifted.
— 1-bit shift should not happen with broken cat7, so FPGA might be broken.

* Try with JTag/RJ45 adapter and laptop:

— Bypass near detector: FTSW | Merger |4
- Working. 1d &
laptop
— Bypass near Ehut: FTSW . Merger o
- Not working. :d !
laptop
— Bypass near detector with | prsw
long USB amplifier cable:
- Working.
* After these trials, download through FTSW would be working laptop | in EHut

for a while, but not anymore after LV power-cycle few times.
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DAQ Problems in phase3: Merger 4 8

« For Merger 4 8, the problem started 4_8: Bypass is made near FTSW.

in the beginning of phase3.
* The response (idcode) from Merger is all 0.

FTSW , Y| Merger

laptop

* We cannot use “Digilent JTAG-HS3” as a download cable.

Only Xilinx HWA-USB-II-G works.

* No problem to add 12m or 30m USB extender cable for 4 8.

OK move the PCs outside of radiation region.

* Investigation during summer:

2019/08/26

We connected both 4 6 and 4 8 back to FTSW, firmware downloading was
working properly for a few days.

However, physical touch on the patch panel might make the problem happening
again. Touching again would make it recovered.

Still need more check after ARICH system is back.
More JTag-RJ45 adaptors are under production now.
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Busy in global high rate test

* ARICH was once included in global run on 12/14~12/15 in 2018.
— No critical problem in the system.

— 1 rata > 18 NM~
Busy happ ened when trigger | Licetime i 24nrs = 90.5 % Test with ARICH (last weekend)
s st Tdays sl period WaDrest - bottleneck in ARICH R/O

DA event rate
BUsYi=1] [l fifoerr=2 ttlosi=3, b2fost=4, b2idown=5. DAQ event rate

* High rate test with different

----------

occupancy is ongoing to see the = &
response of dead time. 3

.
e I r 1y (of oF I I
10000 |- wow v o wlmbe mow T ...»."- -.T:..kw SRR X B LR "ol pew by oe " .. 1 -
ol 1 L | I I L il | 1 | ! a
el o & & 2 R w2
& & &

* Revisit the FEB/Merger firmware & & & & & & & & & & &
to check the FIFO’s designfor ~ =~~~ =~~~ =~~~
further improvement. s lotoctors oining e DAG ot

I FPXDi=1) SVD(=2) [l CDC(=3) TOP{=4] Il ARICH(=5) Il ECL(=6) I KLM(=7) TRG(=8)

10)0818p-qng
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FEB SEU recovery

 In33rd B2GM, we had a report from Raffaele
Giordano about FPGA self-repair by using Majority
Voting method to repair FPGA configuration.

replica #0

Virtex-5
XC5VLX50T ITAG

-
3

* Implement Scrubber in Merger board. ﬂ f’fﬁaﬁr&i
-
—

Majority vote frames from different FEBs through

partial configuration via JTag. ﬁfﬂiﬁﬁ’rvc’“"g FeB 44
* Testbench with Virtex-5 and Spartan-6 demo boards replica #5
has been checked.

* Test with ARICH FEB and Merger boards are ongoing.

: 8 B 3xCMod S6
! (play rale
¥ , of FEBs}
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Slow control status

e Automatic Early warning system:

— By constant monitoring of the EPICS parameters.

— Monitor Nsm2cad scripts to ensure all the data are logged.
— HV/ LV /FEB/ Temperatures / Cooling Water Flows.

— Different types of logging and levels of warnings. - =~ ==

— Inform shifters.

* Threshold parameters monitoring:
— Process the data at gawkXX.
— root files = display the result at website.

Time variation in Phase 1l (2/17 = 6/30
RMS HV ch8 ( /30)

* Slow monitor data analysis
is also ongoing:
— LV, HV, copper, RC

Voltage value is 1/10 times

-
—— 4 — - - -

60|

module &
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Daily threshold scan for local run

'_:::::::::::::::::I___________I Outside of KEK
[ : dagnet I KEK |

g QA |! ' Web

I DA - - KEKCC ! -

¥ < server | | | server

I p rsync p rsync

| |

Automation of the procedure from data to web:

1. Transfer data to KEKCC by using rsync from QA server

— Data files can be selected based on ARICH DAQ run record
2. Process threshold scan data in KEKCC

— Validity of each channel: offset, gain, efficiency, etc.

— List bad channels.
3. Visualize the results in a web server

— http server outside of KEK => Kitasato or TMU
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Slow I/F to LED driver

— i — ———— — — ——— ———— — — — — — — — — — — -y

‘ detector

I

1 1

I ! LED
TT-10 |1 - '

: CPU - :NIM sig driver

I

ARICH-
FTSW

* Automation to run LED from control GUI:
* Current: login VME CPU to command VME access to TT-10
— Can not monitor status of TT-10
* Next: Make a daemon in VME CPU to start / stop TT-10
— Should be NSM2/EPICS based system
— Call commands of TT-IO access
* Future: replace by more intelligent hardware (flexible intensity etc.)
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Chiller problem on Jun. 25

Jun. 25, 2019 interlock by temperature (45deg) 6:38 chiller start

EPICS ArcHiver Appliance Viepver
30s 1m 5m 15m 30m 1h 4h [Bh 1d 2d 1w w 1M éM YID 1 Live

4

B2_nsi 1ivalue

44 nsi Z:value

. MP. ue

42 E ARI_TEMP_- ue

MP. ue

ue

f/‘ 3:left

5:sidewall 6:1DS 1:right

* ARICH chiller stopped at 2:04 of Jun. 25.

* LVinterlock: LV off when one of temp. . .
sensor was > 45 deg.

e ARICH chiller turned on at 6:38.
LV and DAQ then recovered. 1

2:04 chiller stop 7:07 chiller stop

4:bottom

* Water level became lower than the threshold due to evaporation (cover was slightly
opened). But the water level display was also wrong.

e To be improved:
— Alarm in B3 shift room of temp. interlock.
— No interlock is connected to the chiller.
— No display of ARICH temperature in GUI. Should be also notification to shifters.

— Longer-term issue: replacing the chiller.
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* In phase3, ARICH DAQ and firmwares are basically stable.
— Some problems are under investigation.
— SEU detection are ready in firmware and SLC, etc.
— A new scheme for threshold scan.
— FEB self-repair by using Majority-Voting method is under development.

* Slow control work:
— Automatic alert.
— Slow monitor data analysis.
— Daily threshold scan scheme.
— LED control.
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Performance
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ARICH performance

* prod8 & exp7 bucketbd
— D*-> D

100 — +
: KFit . i
50 | j *
‘ } ##**
0 **'*‘-ﬁt". \ I.”MM ‘ i“"f’l#ﬁ"*#
1.96 1.98 2 2.02 2.04
M [GeV/c?]

1

pi eff.

0.5

pValue > 0.001, pt > 0.1, |z0| < 8.0, d0 < 3.5, nCDCHits > 10, vertexTree()

.
e
-4~

+

4

S . =

+, ++%
t
1 i

o

2 3 4 5
p [GeV/c]
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ARICH performance (cont’d)

* prod9 & exp7,8
— D*-> D
1z0| <5,d0 <2, nCDCHits > 0,  DST M —DST D0 M -0.14543|<0.0015
— p>0.7 GeV && cosTheta > 0.85

i
LA
é..
-
aw

flll

0.98

K efficiency

0.96

.[III]-

0.94

0.92

K efficiency / 7 fake rate

0.9

0.88

| I_“-_. - . - .......... ..... . - JymyenyBeparyarears K Bﬁ|c|enc’y'prmg (ST AP SRR SRS NS,
: : : : i i : r +— T fake rate, proc8

0.86

- | —e— K efficiency, w/ tile align

+prc:-c:9 {}2;_ —— = fake rate, w/ tile :align . N _ _
I —ew/ tile ahgn i ' f T T
A, | I T K. T Y

1 | | 1 | 1 1
004 006 008 01 012 014 016 0.18 0.1 02 03 04 05 06 07 08 09
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flll]]ffllll1[fllll
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s

0.8

_'.[[II].
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ARICH performance (cont’d)

* prod9 & exp7,8
— D*-> D%
— |20 <5, d0 <2, nCDCHits > 0,  DST M —DST D0 M -0.14543| <0.0015
— p>0.7 GeV (all tracks within ARICH acceptance).

=

o
[ln]
L 4 J
LR
L § )

o
1}
o

K efficiency
e
ba

]
b

o o
- o
]
]
i e AN
L.

0.9F

K efficiency / n fake rate

e
[=2]
i

0.85

—e— K efficiency, ARICH : : : :
0.4+ —&— & fake rate, ARICH '-
—ea— K efficiency, ALL : !

03] o K efleney ALL ... T
—&— 1 fake rate, ALL : : : ]

0.8

ARICH - 02 ....i.......;,.......,;.......?.......g.......?.-..-.i-.-----;--.....E.....

| i | —e— ARICH+TOP+dEdx 8 iib;;

0.75

01 02 03 04 05 068 07 08 09
rate R [K/x]
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ARICH performance (cont’d)

* prod9 & exp7,8
— D*-> D
— |z0| <5, d0 <2, nCDCHits > 0, [IDST M —DST D0 M -0.14543| <0.0015

— no p and cosTheta requirement.
All tracks from DO within ARICH acceptance using ARICH+TOP+dEdXx.
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ARICH ttlost and FTSW problem

« Frequent ttlost in ARICH from Feb. 28™ to Mar. 1%,
— All the Mergers of FTSW159 kept producing ttlost in few ten minutes.

 ARICH FTSW:
— Connection between 159 and 203: 2 dLC (1 for clk. 1 for trg.)
— By swapping cables, AVAGO of trg output at 203 is broken and renlaced.

201 202 20;\ M,/
.
150 | 151 | 152 | 153 | 154 | 155 | 156 | 157 | 158 | 159 | 160 | 161

* Another issue: FTSW 161 was somehow broken (can’t be recovered through JTag)
and was replaced with 172 on Feb. 28,
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HAPD status

* Neutron fluence estimate:~ 30 nA/APD = 1/1000 of expectation for the whole Belle2
operation.

EPICS Archiver Appliance Viewer

U r_ ) o‘ %
1 — | i 28 O
) \ | |
‘ . 2 53 3369 54 .
| §8FHESE— 2 7.4 ——rEEHER
[e) vl
b T O 54 2 6_4 56
‘ HH ‘ ‘ A 55 o O &4
7
‘ : =
 Dead HAPD, except for HV modules problems:
— SEU (data masking/solved). "2 e
— Wrong parameter in w4
initialization. (2 modules/run) * N
* Noisy HAPD channels: stable AL AT e A e AT

€ HAPD ineff. level ~2%. Under control.
Need more check to pin down the reasons for them.
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