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READOUT STATUS
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PXD (I. Koronov, B. Spruck)

Will be tested in 
September according to 
Igor-san’s talk



2019 TRIGGER AND DAQ WORKSHOP AT YONSEI UNIVERSITY 4

SVD (Katsuro)

2.   ->
➢ Data size limitation in FEE -> to be tested after IBBelle recovery
➢ HSLB firmware modification should be done for safe .

3. ->  The cause was found. Considering a way to keep both data quality and high-rate processing. 

Reminder for possible larger event size
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(Sugiura-san)
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CDC
(T.Nanae)

➢ B2link error

➢ Error signal from FEE

-> Zhou-san and Nanae-san investigated link status with IBERT.
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(Q.Zhou)

FEE -> HSLB direction. -> Clearly worse than the normal link.
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(T. Kunigo)

Establish a way to check link 
condition, by measuring stable range 
in delay-scanning. 
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TOP
(O.Hartbrich)
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ARICH (Y. Lai)
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ECL (A. Kuzmin)

Block ADC data when FIFO is still not 
almost empty.  -> 
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KLM (C. Ketter)
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TRG (T. Koga)

Troubles during phase III
- Bug of event suppression logic for CDCTRG Fixed
- B2L error of ETF Masked
- Bit shift of B2L data from GDL Fixed
- May 2019: VME parameter error Temporal solution
- May 2019: LVDS connection error btw. GDL and GRL Fixed
- BUSY from GDL Reason is unknown
- Ttlost Reason is unknown
- CDCTRG dataflow is down due to CDCFE or merger Reason is unknown
- GDL lost signal from ETM. Reason is unknown 
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Additional nodes
- TRG COPPER  :  2 COPPERs(4 links)

- Installation was done. 
- TRG ROPC  : Add trg03 (+trg04)

- Installation of trg03 was done. 
-> SLC setup is not yet done.

Network throughput
- SVD : Done before phase 3 (x2GbE)

- ECL : to do before the fall run

Replacement
- Cdc06 : frequent disk? Trouble

- Replace with a new server

Hardware task in COPPER/ROPC  : todo before the fall run

(S. Yamada)
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DAQ UPGRADE
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(G. Varner)

BELLE II M&O FUND SCRUTINY COMMITTEE MEETING 2019



SCHEDULE
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- It seems that 3months shutdown is not enough for full 
replacement

- readout test at test bench for all-subdetector might be also 
difficult, if delivery of new hardware will be near the summer 
shutdown in FY2020. 

- So, support for installation/commission length will be 
extended to JFY2021. 

- But, anyway some sub-systems should be replaced in 
FY2020 (which subsystem ? TOP(KLM)+SVD+CDC ? )

-> Discussion : will see the commission status at the test 
bench to decide

- Co-exists with the current COPPER system
- Then, In my idea, the longer shutdown can be used for the 

replacement of the rest of sub-detectors. 



➢ 2020 Summer shutdown (3months)

- TOP(KLM) : the 1st choice

plus

Depending on the commissioning status at test bench.

- SVD, CDC or others ?

It is better to operate with multiple systems, because it can provide 
some information when some trouble happen.

- Coexists COPPER and new system

➢ 2021 Possible longer shutdown ( 6month? From January earliest ?)

➢ Still keep COPPER for the moment for roll-back option
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Tentative installation plan
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65cm

160cm

130cm 235cm (82.5+70+82.5)



LIAISON WITH DAQ-UPGRADE 
PROJECT

2019 TRIGGER AND DAQ WORKSHOP AT YONSEI UNIVERSITY 21

Candidates Test bench

SVD Katsuro-san ? Tsukuba B4

CDC Nanae-san (O.K.) Tsukuba B4

TOP Oskar/Martin ? Tsukuba B4, Hawaii

ARICH Yun-tsung ? KEK ? Kitasato ? 

ECL Mikhail (for now)

KLM New UH post-doc ? Hawaii

TRG Koga-san (O.K.)

➢ The impact of modification is minimize in sub-detector side.
- use belle2link -> no update for FEE firmware
- update of SLC software -> previous talk.

➢ But, as for commission, we need to work together with sub-detector DAQ experts.
➢ Building a test bench ( KEK or home-institute ?)
➢ How to configure FEEs

FTSW preparation Nakao-san/Kunigo-san?



SUMMARY

➢ Readout status during the phase III was basically stable.

➢ A lot of efforts to investigate the troubles are on-going towards 
the autumn run

➢ DAQ Upgrade plan 

➢ The 1st replacement of COPPER boards will happen in the next 
summer shutdown. 

➢ Schedule of each sub-system’s replacement will be confirmed as 
commissioning is on-going.  TOP(KLM) could be the 1st choice.

➢ Asking to have liaison from each sub-detector group for the 
upgrade project.
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