
  

Status of Backend DAQ : Discussion Summary
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Belle II backend data flow in fall run

HLT 

E
ve

nt
 B

ui
ld

er

Onsen

Online
Storage

PXD

Event
Builder

2

Express Reco

event data

histograms

New ZMQ HLT 
framework

(hlt08+09+06/07)

STORE

RoI merger

Current HLT
framework

(hlt01-05+06/07)

Current ERECO
framework

Storage

hserver
hrelay

RoIPC

hserver
hrelay

hserver
hrelay

DQM
master

event
server

event
display
(basf2)

Unchanged

New
development

DQM server



  

N.Braun

However.......
   Nils is now leaving collaboration.........
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Histogram file writing at run end

- At each run end, the DQM histograms are supposed to be collected
  and stored in a file.

- In the previous implementation, the collection is done separately 
  from the live DQM collection to manage not only 1D/2D histograms
  but also TTrees/TNTuples.

- The collection is done in 3 steps.

- When a run is stopped, 
  1) basf2 is terminated by sending signal and the histograms 
      accumulated in each event process are written to files 
      corresponding to the processes in DqmHistoManager::endrun().
  2)  The histogram files are collected and added in one file per
       worker node in DqmHistoManager::terminate().
  3) The control nodes collects the files on worker nodes and
      add them into a single file.

R.Itoh



  

worker node
DQMHistoManager
::endrun()

DQMHistoManager
::terminate()

basf2

dqm
server

up to 20 workers

HLT control node

DQM histogram collection
at run end

R.Itoh



  

- This mechanism includes three file writing. The number of 
  DQM histograms in phase 3 was around 7500 and it took
  a long time to go through all 3 steps.

             -> Up to 5 minutes to stop a run!

- Several reasons.
  1) The files were first placed in NFS filesystem shared by 
      all worker nodes on a GbE network.
           -> Changed to local file system, but still ~3min or so.

  2) The number of histograms was reduced to 1/3. But still
       took a few minutes to stop. 

- Finally gave up to use this mechanism to leave DQM
  histograms in a file. 

- Instead, the histograms collected by live histogram transport
  are stored in a file at run end. “DQMMASTER”
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- Final solution:
   * To give up the histogram collection at each run end.
   * Instead, store the live histograms already transferred to the main
     node at run end.

   * For the purpose, a new NSM node called “DQMMASTER” is
     installed.
   * It receives the STOP signal from run control master and dump
     histograms on TMemFile into files.

   * It was implemented during last acc. maintenance day and
     now being operated.

             -> The stopping time reduced to ~30 sec.

- Number of histograms has been reduced down to 2800 (thanks
  to the effort by TRG group), and the time for HLT stop was reduced
  to 2min. or so. But still long.
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Event feeding to other apps

- Sampled events could be useful for the detailed debugging of
  detector.

- Reconstructed objects are not necessary for the debugging.
    ->Removing them from sampled event stream is preferred.

- An additional event server is being prepared for the purpose
  and will be tested soon.
    (Simple test was already performed.)

- I will announce it when ready with a simple description on 
  Confluence.
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- Update so that event display can start in continuous running mode without 
  pressing start button is desired.
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