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L1 trigger Overview
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GDL (Global Decision Logic)
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ITD: Timing Alignment

FTDL: Apply Logic

INPUT bits

ITD bits

FTDL bits

 PSNM bits

Level 1 Trigger
OR

TMDL: Timing Src Determination and  
Latency Adjustment

SubTriggers GRL

Implemented on UT3 in Ehut, accessible with vmetrg18

Fine Timing Tuning

PSNM: rescale and mask Scale down 
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GDL development schedule
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Iwasaki-san @ June TB

✅

 ✅

 ✅

 ✅
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Shift of gdlL1-comL1 latency 
• Shift by 1 clock (8ns) 
• GDL -> FTDW -> GDL takes 38 

clocks or 39 clocks
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Sunghyun slide

FTSW
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RUN Sync Latency
378 0 38
390 1 Nodata
551 2 38 After break
676 2 38
770 0 39 After break
849 0 39
1001 1 38 After break
1005 1 38
1006 2 39 GDL no reboot
1007 2 39
1008 1 38 GDL no reboot
1027 1 38
1029 3 39 Not synchronized
1030 2 39
1036 1 38 GDL no reboot
1037 2 39 GDL no reboot
1038 1 38 Inj params DL
1040 0 39 GDL rebooted

RUN Sync Latency
1168 0 39
1170 2 38 GDL rebooted
1175 2 38
1200 0 39 After break
1207 0 39
1208 2 38 GDL rebooted
1274 2 38
1275 1 38 GDL rebooted
1278 1 38
1279 0 38 GDL rebooted
1286 0 38
1287 0 39 GDL rebooted
1336 0 39
1413 1 38 After break
1433 1 38
1506 0 38 After break
1519 0 38
1520 1 Nodata GDL rebooted
1524 1 38
1525 2 38 GDL rebooted
1556 2 38
1684 0 38 After break
1739 0 38
1767 1 38 After break
1917 2 38 After break
1925 0 38 GDL rebooted
1961 0 38 GDL rebooted
1962 0 39 GDL not rebooted
2165 0 39
2168 2 38 GDL rebooted

Sync
• Latency = commonL1 - gdlL1 
• Sync: Timing adjustment 
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Shift of gdlL1-comL1 latency 

• Two possibilities 
• CDX on GDL, system clock vs b2tt clock 

• Clock unified to system clock but still the shift seen.  
• On FTSW side, timing phase  

is adjusted run by run in unit of 2 nsec 
• Nakao-san guesses this is due to scanning failure, but 

no idea how to solve it. 
• Can be corrected on GDL once the run starts. 
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Delayed Bhabha logic
• Data for background overlay to MC data to reproduce background 

situation. 
• Bhabha, high purity, proportional rate to physics. 

• ~400Hz@8e35,PS=100 
• To avoid abort gap, take data with same bunch crossing (same 

timestamp) with Bhabha after one (?) beam cycle.  
• Design 

• If Bhabha bit (PSNM) is fired, timestamp and revolution counter 
for corresponding L1 signal is stored in FIFO 
• FIFO size is 5  

• Inject bha_delay (=logic input) bit and timing source 
(=dph_timing) before fixed (changeable) latency to L1  

• Test OK. More realistic, high rate test will be done.  
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Timing tuning for cdc_timing
• In case of ECL signals 

• Data clock is 8 MHz, all signal delivered at the same clock 
• Timing is tuned to correct this effect using ecl_timing value 

• No correction for cdc_timing.  
• Timing window of cdc_timing was fluctuated. 
• Modified so that cdc_timing signal is given to TMDL 

(timing decision logic) at fixed latency before L1 signal

 9

Cosmic data taken with cdc_timing
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Tsim GDL
• 3 types 

• Firmware simulation 
• Clock-by-clock. Converted from FW code. For detailed systematic study 
• Development not started 

• Fast simulation 
• For Physics analysis 
• Ready. Considering how to test it. 

• Data simulation 
• For algorithm validation.  Main part is common with fast simulation. 
• Apply algorithm to exp. input data and compare the output with exp. output bits. 
• Ready and validation ongoing. 

• Local DB is used for algorithm data. Need to embed it to global DB.   
• Pull request made but not ready for release 4. 
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CDCFE TSF 2D GRL GDL Exp. data

TsimTSF Tsim2D TsimGRL TsimGDL Simu data
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Exporting Trigger Bit Map and PS values

• ftd.vhd and input_defs.rb are needed to be modified by hand. 

• Bit map, PS value, Logics are recorded in DB run by run.
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ftd.vhd

ftd_xxxx.inp

ftd_xxxx.oup

ftd_xxxx.alg

ftd_xxxx.rb

Slow Control 
(trggdld)

TSIM

input_defs.rb Confluence

Softwares/server/bin/trgbittable.rb

ConfigDB

Softwares/server/bin/convftd.rb

"ehigh" => "ECL total energy > 1 GeV"

"hie" => "ehigh and !ecl_bha and !veto"

22 !25 !89

27 hie

22 ehigh

CSS

Inputs -> Logic -> Outputs
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GDL full readout
• For debugging 
• At present, integrated (127MHz -> 32MHz) data.  

Logic consistency partially lost. 
• Suppress mode? 
• Readout through dedicated UT3 (GDL->one readout UT3-> 4*B2L) 

• Koga-san started FW implementation 
• Copper and hslb15003a,3b,4a,4b ready by Yamada-san 

• Can login from trg01 
• trg03 is there. PS=4 if only trg03. 
• Negotiation on FTSW, takes a few months to be delivered.  
• SC
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Data truncation
• Data truncation 

• 1st several bytes (sometimes a few words) missing 
• Happend events <0.3%  

• Bug found and fixed. 
• Dummy 30 kHz with 2 usec event separation 
• GDL + skeleton 3Ds  
• Will test with other modules when ready 

• Large dead time at 10 kHz solved?  
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Others
• GDL-ETM link 

• Optical Link: GTX->GTH on both side 
• Will test it at B2 testbench though not realistic. 

• Veto signals, ecl_bst, bha_veto 
• bha_veto via NIM to reduce latency.  
• ecl_bst should be prepared anyway.  
• ecl_bst should be through NIM. 

• Dedicated delay module to widen it to 2 usec 
• Edge sensitive input signals, done. 
• VME component update 

• To avoid access to VME parameter values in top.vhd.  
• CDX free. 
• Iwasaki-san has new VME component. 
• Need to develop scaler part? 

• Compile with alive count scaler  
• Omitted at present for easy compiling. No plan. 

• Logic and usage of TOP and KLM signals.
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PSNM vs Timing signal 

• e7r1428.H2.f00
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Rising edge  
of ecl_timing

falling edge  
of ecl_timing

ecl_timing signal

Tail events lost

Time window

Physics event r1428
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Timing Adjustment in TMDL

• No room to extend timing window to future direction 
• No room to shift PSNM(fff) signal to past direction because 

delay of corresponding input bits t2(n) were 0. 
• t2(n): GRL->GDL via GTH. Use LVDS instead of GTH.   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L1TMDLecl_timing signal

PSNM signal

GDL receives ECLsignal
Fine tuned ECL signal 8 clk delay

4-5 clk 

Physics event r1428

Timing Window
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Timing Adjustment in TMDL

• Using LVDS, latency reduced by 61 clocks.  
• fff distribution will be check when physics.  

• Timing window is extended to past direction. 
• Sunghyun can reduce ecl_timing latency by ~10 clocks.
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L1TMDLecl_timing signal

PSNM signal
GDL receives ECL signal

Fine tuned ECL signal 4-5 clk 

Updated

Timing Window
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Trigger Bits
• Input 141 bits, output 146 bits 
• Exp 7  

https://confluence.desy.de/display/BI/Trigger+Bit+Table+for+Exp+7 
• Exp 8  

https://confluence.desy.de/display/BI/TriggerBitTable
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https://confluence.desy.de/display/BI/Trigger+Bit+Table+for+Exp+7
https://confluence.desy.de/display/BI/TriggerBitTable

