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Commissioning of PCIe40 based SVD readout
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•Slow control, TTD, dataflow for PCIe40 SVD was tested  
•Local run could running with 30 kHz poisson trigger for 

several hours 
•SVD also joined global run with 30 kHz poisson trigger 
•Global run with COPPER system, local run with PCIe40 

system to take data in parallel. the data was recorded for 
both global/local run 

•Masking and program PCIe40 firmware based on GUI 
has been tested 

•Issues still remained 
•Masking (SVDRC control by “SVD”) changing to 

CONFIGURING 
•Takes time and need a ABORT to fix the state 

•Update GUI for setup the run mode

Items status comment

daq_slc ✅

restart script ✅

GUI ✅

HLT/Storage ✅

RC config db ✅

ttd db ✅

Unpacker ✅

Data flow ✅

Data quality ✅ Cosmic run
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DMA FIFO DMA transmit data sizeTTD link status
TTD clock status

Belle2link mask status 
Belle2link up/down status FIFO usage on PCIe40 length FIFO usage 

No. of events 

Mask/unmask scheme 
• Check / uncheck 
• Save & Apply Mask to active

• Program PCIe40 firmware 
• Resume for operation 

automatically

Operation panel for SVD



Preparation for PCIe40 based SVD readout
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SVD  
FTB

COPPER

PCIe40

XSwitch 
pointer

• Manual to switch readout system for SVD

• SVD FTB used for PCIe40 readout test 
•FTB connected to a XSwitch pointer, the spitter of fibers connect to COPPER and 

PCIe40 system 
•The use of the system could be switched by the software     

•The database for TTD system (maskdb, namedb,  ttdb) were created for both system 
•Need to change the database entry to switching the system 
•Use one of the slow control system to avoid conflict (runcontrold of “SVD”) 

https://confluence.desy.de/display/BI/How+to+restore+the+FTB-COPPER+system+after+the+PCIe40+readout+test


Global run and local SVD run in parallel
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•Wait for a break of global run  
•Download the firmware of PCIe40  

•A special firmware for PCIe40 for the b2l establishment 
• Start slc on rsvd1, but kill “runcontrold svd -d” to avoid the conflict with global run 

(COPPER system) 
• Exclude “SVD” and “TTD_SVD” from local “RC_SVD”  
• Control the local HLT and storage to be RUNNING 
• Use “rcrequest” to manually start “RSVD1” on rsvd1 ROPC 
• Wait for global run start, then the data will flowing both on global and local run system  



6b2svd@rsvd1: ~/svd_daq_pcie40/ftb_mode_nsm.py 
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Prepare high rate test for SVD 



SVDRC change to CONFIGURING during masking
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svdrc_callback.cpp RCCommand.cc

Need a change of “SETMASK” to not used 
“CONFIGURING_TS”

https://stash.desy.de/projects/B2DAQ/repos/daq_slc/browse/apps/svdrc/svdrcApp/src/svdrc_callback.cpp
https://stash.desy.de/projects/B2DAQ/repos/daq_slc/pull-requests/329/commits/9e8e41eba33084a39816c15b87d700bc428887f9#runcontrol/src/RCCommand.cc


Summary and plan
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•SVD could running with 30 kHz with PCIe40 based readout in global and local run 
•A stability test with on-side detector  

•A cross-point switch gained the flexibility for the commissioning during operation 
•Global run and local run (including data-recording) realized    

•Data quality was checked with cosmic run, compared with COPPER readout system 
•No significant difference was found  

•To-do:  
•Test the updated RC state slow software to avoid “CONFIGURING” when do 

masking  
• Implement a functionality botton to change the run-mode for FTB



Backup
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A local run with GUI
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• Current limitation 10 trigger pre 130 us from SVD 
FEE fifo 

• 30 kHz input -> 27 kHz output same 
performance with COPPER system



File name contains same runno for global and local run
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• Data was recorded for both global run (physics…) and local run (svd…) on storage 06

• Both global run and local run created with the runno 661, cased the issue for offline 

transfer

• We are using the same SVD FTB data, the expno, runno, from database distributed by 

TTD system

• TTD system is basically controlled by global run (COPPER)

• Even the local run (660) is assigned to “RC_SVD” and “RSVD1”, the file name is 

defined by expno, runno. 

• Yamagata-san has made a filedb need to be tested for this issue



fadc ctrl rerr issue 
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node[2].name       : SVD

node[2].used       : bool(true)

node[2].sequential : bool(false)

node[2].rcconfig   : RC:test:cosmic

node[3].name        : TTD_SVD

node[3].used         : bool(true)

node[3].sequential : bool(true)

node[3].rcconfig    : RC:test:cosmic

node[2].name       : SVD

node[2].used       : bool(true)

node[2].sequential : bool(false)

node[2].rcconfig   : RC:test:cosmic

node[3].name        : TTD_SVD

node[3].used         : bool(true)

node[3].sequential : bool(false)

node[3].rcconfig    : RC:test:cosmic

6=14700 reg=18100001 18100001 anyerr rerr=0 
 0=14701 38100000  rerr=none [fctrl]

START request should be sent to TTD_SVD only after the START request to SVD is completed, 
but in the current setting, START request is sent to SVD and TTD_SVD with no delay. This is the 
incorrect configuration of "sequentail" flag in rc_svd.conf.

• “ttaddr -66 -p” shows rerr from fctrl, which is a module of SVD for distributing the clock and trigger

• Comment from Nakao-san

• After fixing this configuration for “RC_SVD”, to start TTD_SVD sequentially, rerr issue of fctrl 
has be fixed



Unpacker error for FADC51
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• SVDUnpacker for FADC=51 has been found during the global run test 
• This issue need to be fixed by SVD expert 
• The data recorded by global run and local run may also be used for data quality 

check, need SVD expert to analysis the data


