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Ouvutline of the talk

PXD, SVD CDC
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Infroduction to iTOP detector e:gﬁ,i‘,js

Detector initialization, control & DQM
Improvements made in iTOP Operations
Hardware issues & replacement plans
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Ofther planned development during LS-1



iTOP

Imaging time of propagation detector at Belle |

Forward 16 quartz modules arra.nged azimuthally
around the beam pipe near the IP
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Backward

photon detectors
charged particle



Micro Channel Plate (MCP)
Photomultiplier Tubes (PMT)

» 32 16-channels MCP PMTs per
iITOP module (512 ch/module)

» single photon counting
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16-channels
MCP PMT

» 10¢ gain, under 100 ps time
resolution

iTOP Module

Bt D

iTOP “board stack”



TOP board stack assembly
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Readout/Digitization of PMT pulses

IRSX Wavetorm Sampling ASICs

PMTs instrumented by waveform sampling IRSX ASIC based electronics
2.7-4 GHz sampling IRSX ASICs developed at U. Hawaii
IRSX continuously sample PMT signals, 8 channels/ASIC
Digitize PMT pulses with zero deadtime, ~10 us analog circular buffer
Design goal: <50 ps fime resolution
IRSX ASICs integrated into “board stack” front end electronics
Front end board stack contains 16 ASICs (128 channels)
FPGA based data collector board (SCROD) receives digitized ASIC data
4 board stacks per iTOP module (512 channels)
Performs threshold triggering and provides trigger info to Belle Il frigger GDL
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Recap

A charged particle hits the iTOP quartz bar, produces Cherenkov
photons.

These photons totally internally reflect and eventually reach the
MCP PMTs located on the rear end of the bar.

TOP board stacks are used to readout the PMT pulses and extract
useful info from these (like, energy, time, pulse width) after pedestal
subtraction.

The IRSX ASICs also provide trigger information to Belle Il trigger
Global Decision Logic.

The formatted data from TOP SCROD boards is then readout by the
readout board (PCle40) via Belle2Link (optical fiber link).
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iTOP Detector Initialization, Control & DQM
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iITOP Detector Initialization

(Detector slow conftrol)

» Before reading good sensible data, the iITOP sub-detector FEs need to be
initialized or configured, also referred as detector slow control (SLC).
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» Seftting thresholds, readout window sizes, taking pedestals, etc.

» SLC also includes detector monitoring — PMT hit rates, tfemperatures,
voltages, etc.

» Happens through the readout board (PCle40), which interacts with the FEE
over the same B2L (or optical link).

» iTOP
» Uses standalone python scripts and GUIs for detector initialization

» daqg_slc library for monitoring and archiving



iTOP run control & monitoring GUIs
Available to all TOP shifters

T

LI
07:40
2022-11-29

L
07:45

L B
07:50

T
07:55

LI
08:00

% Security Info s RCTOP 3 O Console o S 80% v v * = 0O i TOPMonitorSummary._pcie40.opi 82 o 70% | v vigh v =0
e b » Hostname TID  DMA DMA [kBytes] Size [Bytes]  Rate [MB/s) asicMask V"Miﬂ['ﬂ’ lowVolage
" i [FoTREADY | wabet R p— p—— —
BRI soasee [P L S— C | I — S| soreiwo | TOPasicmasking Summary [P T e—
| 0s0la . oxsoe N 0 2s00c W 0 3s01d ol g ° o201 2002 .
Co ) || 4o0 DN 0 secn DN 0 eecx [N 0 7ec [N e ceescsssesesssss eeseccscsssseess cssccssecessscss
— | ss03a W ooso [ WE o 10503 Wl 0 11034 (W ° : = 56 : 5 :
12400 H o 135080 WM 0 Msos M 0 15000 DN ‘. seseseceecscesss - seesseccscsssses -
BOLI | 16505 E: 0 17.50%6 E: 0 18-508¢ g: 0 195054 g: ° 4 seee . a0 eesee Pl
20-306a 0 215060 0 22.506¢ 0 235064 o
24s072 W o2ssom [ W o 2607 [ W o 27s07¢ | W ° o
P — el L o asom [EN o o000 [N 0 31e00d (NI oMl o esees . ssssssssss .
Prrr | Hostname TID  DMA DMA (kBytes] Size (Bytes]  Rate (MB/s] & oo >
[ mcs2 Label EE = 9 [ q[ 0.00] Program PCled0 € . e c
et | BelleZlink-channe! 0 “e ®esccces  : sesssscsece 4
s 1 0509 JII: 0 L5090 1;: 0 2.508¢ -I== 0 3-500d -Ig= ° — o —
| 4sl0m 0 55100 0 €s10c 0 7-s10d o ez cavw)  camed — 2 comewt  coves v cavw2  caert
BOVI s @AW oesun [ HE 0 101k [N 0 1 [N ° . .o . " sessccsscssee
12122 W 0135126 W o 1s12c N 0 155124 WM ° ® . ® b
1613 [ EW os1m EN o 113 W 0 19s13d N ° © S00sssssssnee c c
S n{Wpams s . . 205142 | AW onsus | @H o 218 @MW 0 23s14d | AW ° d . ¢ ¢
g FCaer 176wt D ot wade T 20515 W 025515 WM o 26s15 WM o 27s154 W °
e atee DEHE o 29m100 W o 20a16c o atea M 0 T P
s o St 4o e 4 sy . e a0 . .
st e —— oad Apply b s s oe ® »
vy Ay gt S— o PEAK L & Apply S e « < ¢ c
Mask Mask " - as - a 4 s
Run control panel Ho ; .
P Other monitoring variables: temp., LV, etc.
i1 PMT_scaler_mon_v5.0pi 82 S = 50% v & v o v = 0O X *topPMThitRate.plt i3 = N
: : AVERAGE RATE (pw PUT) | Disccnec LY AVERAGE RATE R AArEaaqalk ¢=
- - = -~ e -~ - -~
- - J— [— p— 3 a
— — - — — — - — are §4; o9 o .
- = — — — — e EgE o] PMT hli I'Cﬂ'e
- e [ - S e o [ o, ER4E ol 8 oy,
-~ —EB-- -£3-- -t£-- monitoring |: i “£.] monitoring
- . [— (- e [ 8is
T [y — O P anel RPN qnel
p : E q'jg 2 p
[ PMTby PMTSCALER RATEMONTOR | 23478 £
wordt = woto? wott) ot ¢ > < ol n]
- - - &2mn w
e [HE
- - s
T oo [oed [~ z_Je
Casd T s (== aodb o3
[ 00d {004 [ood [mms) o
[ood [ood [sod [~ b
{004 5| X [o0d [nmr) - 8=
| o.0d [ 004 [ood [mm] -
{ 004 [ 004 [ood [nm) &
{004 [ o0d [o0d [meme] ] -9
D [ 004 [ood [rema) o o=
[ 00d [ 004 [o0d [nmi)
20 2 oo

L
08:05

Z
o

<

N
)
i
=4
N
)
N
N

I
Q
@
>
o
:
o)
SN
T
m
o
®
c
I
ES
T
o)
=)
o
c
<
L
c
w
>




iTOP Power-cycle & Config. GUI

vailable to ITOP shifters (simplitied version) & ITOP experts (full version)

File Mode Power
MASTER FTSW (184): RUNNING

RTOP -1

00006 3e 9060, o

sgma: 147.790768 (32 entries)
[13:31:42} 2 resh
[13:31:42)> setting CFD threshold for BS 4 to 40
[13:31:42]> — Starting configFinetuningTrigDelay py
[13:31:42)> Carrier PL = Ox 93
[13:31:43]> - Starting sethAs
[13:31:43]> Firtshed setting ASIC-by-ASIC timing parameters
(13:31:43p . onfig regrters

) 0000 0001

110
[13:31:43p> wrote BS ) O 1000 1100
[13:31:44]> wrote BS & 0
[13:31:44]> wrote BS &

> wrote BS4 carrier]: 0 0000 0000 0000 0

[13:31:44]> wrote BS & ¢
[13:31:44]> wrote BS & 1 0000 0000
[13:31.44p

Configuration complete

v Configure @
v Pedestals ¥

v Cal pulses: Enabled

v Set/Scan Thresholds ¢

v Lookback &
v Readout Win ¢

v Post-config regs ¢

TOP Power-cycle and Configuration GUI - developed at UHM, Honolulu, Hawaii, USA

Exp: 27

Run: 1143 (0) TOP FTSW (65): ERROR (LOCAL)

@statusOK: thresh
> setting CFD threshold for 85 5 to 40

Starting configF inetuningTrigDelay py

31:42)> Carrier PL

31:43]> - Starting setAsic Timing py

31:43]> Firshed setting ASIC-by-ASIC timing parameters.

331.43> ~— Setting some post-config registers

31:43p> wrote BS 5: 1 0000 0000 0000 ¢
31:43p> wrote BS 5: 150 (

31:43p> wrote BS 5: 14( 1000 1100
31:43p> wrote BS 5. 000 1001 1000
31:44]> wrote BS 5: 6 1010 0110 0000
31:44)> wrote 85 5

31:44]> wrote BSS

31:44]> wrote BSS ¢

31:44]> wrote BSS

[13:31:44)> wrote BSS carrier3: 0 0000 0000 000
[13:31:44)> wrote BS 5: 0 00C

[13:31:44]> wrote BS 5: 1 0

[13:31.44)>

Configuration complete

--dynamic-rate  ~ 1000
216

8

Exp: 0

Run: 0 (0)

RTOP - 2
v 510 (04 - 07)

11 (08 -11)

12 (12 - 15) 12 h12

16

00000811
00000741
00000724

00000850
0852 00000876 000008<0 00
mean: 947.953125, sigma: 102.502238 (32 entries)
[13:31:42p> @statusOK: thresh
[13:31:42)> setting CFD threshold for S 6 to 40
Starting configFinetuningTrigf
3142 arvier PL = 0x 93
3:31:43]> — Starting setAsi Tming py
31.43]> Finished setting ASIC-by-ASIC timing parameters.
Setting some post-config regrsters
33143 wrote BS &
31:43p> wrote BS
31:43p> wrote BS
31:44]> wro

31:44)> wrote BS6 carrier3: 0
3:31:44]> wrote BS 6

31:44]> wrote BS & 10000
3144

Configuration complete

FEE Firmwar

2022bNonSEM 84 93 78 le

clvE[=(ee

-.'0 ..'0
v s10b-ch05 g%y* v's10c-ch06 g%y*
I 11c-ch 10 g®®
t .o h -
t 13 g% 1 4 g%
b 2D his o*
u - el
a'v* sldc-ch22 g*y®
15t h 25 ..'0 1 h 2¢ .1'0
16t ) - h3 LN J
= Yu . v

510d - ch 07

x 985.890625, sigma: 149.0932

[13:31:42]> setting CFD threshold for BS 7 to 40
arting configFineturingTrigDelay py

[13:31:43p> wrote BS 7: 1
[13:31:43]> wrote BS 7
{13:31:43]> wrote BS 7
[13:31:44]> wrote BS 7
{13:31:44]> wrote BS
[13:31:44]> wrote BS 7: 00
[13:31:44]> wrote BS7 carrier0: (
wrote BS7 camer]: 0C 0 0000
arrier2
[13:31:44]> wrote BS7 carrier3: 0 0000 0000 0000 X
[13:31:44]> wrote 8S 7: 0 0000
(13:31:44)> wrote 85 7: 1
[1331:44p

Configuration complete

1

Power-cycle

Configure

a%*

v '510d-ch07 g%y*
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iTOP Data Quality Monitoring (DQM) plots

Examples of DQM plots for iTOP
(run 25, exp. 400)

» Several DQM plots are
available to iITOP shifters and
CR shifters fo monitor the
quality of iTOP data being
recorded almost in real time.

-y for slot #3
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» These plofs are extremely
helpful in troubleshooting @
detector hardware
malfunction during a run or if
the initialization for one or more
ITOP frontends is incorrect for a
physics or cosmic run.

» A well studied reference plot is
shown on top of the plot for
the current (or ongoing) run for
quick comparison.




iTOP Data Quality Monitoring (DQM) plots

» Several DQM plots are available to iTOP shifters and CR shifters to
monitor the quality of ITOP data being recorded almost in real fime.
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» These plots are extremely helpful in tfroubleshooting a detector
hardware malfunction during a run or if the initialization for one or
more ITOP frontends is incorrect for a physics or cosmic run.

» A well studied reference plot is shown on top of the plot for the
current (or ongoing) run for quick comparison.

» A difference plot could also be helpful to quickly look at anomalies
during the run.

» Automatic error/nofifications in RC in case the difference is greater than
some set threshold is another useful feature that could be added.

» As of now, DQM plots are only available for global runs (no DQM
plots for iTOP local runs)



Issues, Improvements and Plans
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Recent improvements in iTOP Operations

» Recovering dead/bad iTOP board stacks during a run

» ITOP Power-cycling GUl made available to iITOP shifters — takes tons
of load off ITOP experts
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» As aresult, reduced the number of masked board stacks in runs
» Improved masking scheme (more robust and consistent)
» Significantly faster and automated recovery procedures

» RC alerts for all known iTOP or DAQ - related issues

m elastalert

TOP stops run at 2022-05-26 07:08 JST ~

TOP causes 100% DAQ dead time.
If it stopped the run then a boardstack needs to be masked.

”) elastalert

TOP scrod stop/reset at 2022-05-26 07:09 JST ~

TOP boardstack s02b stopped.

CR shifters: Please stop, abort and run the maskstoppedBS.py script to mask this
boardstack. Then start a new run.

Contact TOP shifter in case of problems.

TOP shifter: Please check and document this.




Current iTOP hardware issues
To be fixed during LS|

» Dead board stacks — to be replaced during LS-1
s04b, s13d — Lost JTAG connection

s05a - no calibration pulses

iTOP Hit Map

I

[hl N,
sO6a - B2link down (broken fransceivers?) -i N‘“I ﬂ - II

s08c — bad low voltage connection -| -I - ”i nnnnnnnn
s10c - 1 carrier sends no hits — uses old firmware “| -| - I .i I]

s10d — Often goes into “bad state” & causes large deadtime

p
©)

<

N
O
—
=
N
(@}
N
N

I
Q
@
>
;Y
:
o)
SN
T
m
Y
®
c
I
ES
T
o)
=)
o
c
=
L
c
(%)
>

s13b - sends suspect trigger data and is missing one carrier
sO7a, s14c — Needs to cool down before programming

vV VvV v v v v VvV Y

s1éb — DDR memory failure —Slot 16 has already been unmounted and is in process of replacement
or repair

» All MCP PMT modules in slot 16 will be checked
» to confirm the QE in Nov-Dec at Nagoya
» to investigate the reason for hot PMTs

» Replacement of several other PMTs will also be carried out during LS-1
depending on the QE analysis of slot 16 PMTs
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Planned improvements during LS-1

Hardware replacements (Inami, Bessner)

Migration of TOP Pedestal subtraction and Feature extraction from
TOP FEE (currently done in SCROD PS) to TOP ROPCs (Kohani)

Saving TOP Pedestals in top db and retrieving these values during
LOAD operation for online pedestal subtraction (Purwar)

Acquiring TOP pedestals in parallel for all TOP frontends using PCle40 —
May need minor modifications in pcie40_regconfig command (need to
be able to write multiple registers for different channels at the same
time)

Improvements in Automated recovery scripts — provide a TOP
recovery GUI to CR shifters (Bessner)

Auto masking on known error and auto unmask board stacks after
recovery/power-cycle on the next beam stop (Bessner, Purwar)
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Thank you for your time and attention.

- Harsh Purwar
purwar@hawaii.edu
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