
ARICH status

Kenta Uno
Niigata university

Belle II Trigger/DAQ Workshop 2022 
29.Nov.2022

12022/11/29



2

PID detector at the forward endcap
• Target: 4𝜎 𝐾/𝜋 separation at 0.5 − 4.0 GeV
• Constrain: limited space (30 cm),  large area coverage
à Adopt proximity-focusing RICH

𝑛

(𝑚, 𝑝)Cherenkov angle resolution of a track

Emission angle of the Cherenkov photons

Introduction: ARICH
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Aerogel RICH detector
Motivation: )* +/- separation at 0.5 ‒ 4.0 GeV
• Limited space available (~ 30 cm)
à Proximity-focusing Aerogel RICH counter

Δ## $, & ~ 30 mrad
at 3.5 GeV

Emission angle of the Cherenkov photons
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à Refractive index is key role 

9): Angle resolution in the detector
:*.,: Number of detected photon
à Important: small angle resolution, large <-..

Key point
• Design proper refractive index (𝑛)
• Smaller 𝜎! and larger 𝑁".$
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𝜎!: Angle resolution in the detector
𝑁".$: Number of detected photon

Δ𝜃! 𝜋, 𝐾 ~ 30 mrad
at 3.5 GeV
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Aerogel RICH detector

Target

                       separation @ 0.5  - 4.0 GeV - 1.5 T magnetic field

- limited space               (~28 cm)

- radiation hardness       (                                             )

- covers a large area      (~3       )

Constraints

+ contribute to low momentum lepton ID

proximity focusing RICH with aerogel radiator

2022/11/29 3

Intro: Radiator

Single layer

Silica Aerogel Photon detector

248 aerogel tiles in total

𝝈𝜽

Two layer

Important to increase 𝑵𝒑.𝒆 w/o degrading 𝝈𝜽
• Two aerogel layers with different indices: 𝑛* = 1.045, 𝑛) = 1.055

à Improve 𝜎! without reducing 𝑁".$

Cherenkov angle
~17×17 cm

𝜎!: Angle resolution in the detector
𝑁".$: Number of detected photon
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Intro: Photon detector
Hybrid Avalanche Photo-Detector(HAPD)
• Radiation tolerance (10** neutrons/cm2/year)
• Work in 1.5 T magnetic field
• Good single photon detection efficiency

Avalanche gain ~O(10) 

Bombardment gain 
~O(1000) HAPD

Size 73×73×28 mm3

# of channels 12×12 = 144 ch
Channel size 4.9×4.9 mm2

Effective area 65%
Peak QE ~30% 
Total Gain ~70000

Developed by Hamamatsu Photonics

Pixel APD

73 mm73 mm

In total, 420 HAPDs are used (1 HAPD: 4 APDs)

HV
−8kV

bias
300 V

Guard electrode: 175V 
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Readout electronics

2020/02/27 Yun-Tsung Lai (KEK) @ INSTR'20, Novosibirsk, Russia 8

• Two types of FPGA chips:

• Front-end (FEB): Xilinx Spartan-6 FPGA

– 420 in total.
– Four 36-ch ASICs to digitize 

photon signals from HAPD.

• Merger: Xilinx Virtex-5 FPGA

– 72 in total.

– Controls up to 6 FEB: 
Firmware downloads and parameter settings.

– Combine FEB data to central DAQ 
with zero suppression.

– Slow monitoring/control of the system:
Temperature, voltage, FPGA SEU, etc.

– New firmware design:
Detection and self-repair on FEB SEU.
Details in the next page.

Readout electronics system

Front-end Merger

Xilinx Spartan-6 FPGA
• Digitize signals from HAPD
à 420 FEBs in total

Front-end Board (FEB)

Merger Board

DAQ

Trigger
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• Two types of FPGA chips:

• Front-end (FEB): Xilinx Spartan-6 FPGA

– 420 in total.
– Four 36-ch ASICs to digitize 

photon signals from HAPD.

• Merger: Xilinx Virtex-5 FPGA

– 72 in total.

– Controls up to 6 FEB: 
Firmware downloads and parameter settings.

– Combine FEB data to central DAQ 
with zero suppression.

– Slow monitoring/control of the system:
Temperature, voltage, FPGA SEU, etc.

– New firmware design:
Detection and self-repair on FEB SEU.
Details in the next page.

Readout electronics system

Front-end Merger
Xilinx Vertex-5 FPGA: Control 5-6 FEBs
• Firmware download, parameter setting
• Monitor temperature, voltage, SEU etc
• Combine FEB data and send to DAQ
à 72 merger boards in total
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• Two types of FPGA chips:

• Front-end (FEB): Xilinx Spartan-6 FPGA

– 420 in total.
– Four 36-ch ASICs to digitize 

photon signals from HAPD.

• Merger: Xilinx Virtex-5 FPGA

– 72 in total.

– Controls up to 6 FEB: 
Firmware downloads and parameter settings.

– Combine FEB data to central DAQ 
with zero suppression.

– Slow monitoring/control of the system:
Temperature, voltage, FPGA SEU, etc.

– New firmware design:
Detection and self-repair on FEB SEU.
Details in the next page.

Readout electronics system

Front-end Merger

Send 1-bit information from each channel
Total: 60000 channels
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Readout: Self-repair on FEB SEU
Effect from neutrons is SEU in the FEB FPGAs
• Frequent SEUs expected in Spartan-6 FPGA: 8 SEUs/(hour, FEB)
à Less data-taking efficiency

Repairing FEB Configuration On-the-fly
• Star read-out topology
• FEB FPGAs are programmed 

with the same bitstream => 
redundancy at system-level

• Idea
– Parallel readback of FEB 

(Spartan-6) configuration 
from Merger (Virtex-5)  

– Real-time 4-out-of-6 (3-out-
of-5) bitwise majority voting 
on JTAG streams (TDOs) for 
error detection 

– Quick single frame 
reconfiguration for error 
correction

R. Giordano - RT2020 7

Designed firmware: Configuration consistency corrector (C3)
R.Giordano et. al: arXiv:2010.16194

• Detect damaged frame by majority voting redundant frame bits
• Partial reconfiguration of the firmware à No DAQ failure

We used this firmware from June.2020 à DAQ efficiency improved!
16.June 17.June 18.June 19.June 20.June

Number of detected SEUs per 12 merger boards

50

200

150

100

https://arxiv.org/pdf/2010.16194.pdf
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Picture
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Detector construction and installation

radiator plane photon-detector plane backside plane

● ARICH was constructed between 2016-2018.

● After the early Belle II operation (so-called phase II) upgrade of cooling system was carried out. 
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Detector construction and installation

radiator plane photon-detector plane backside plane

● ARICH was constructed between 2016-2018.

● After the early Belle II operation (so-called phase II) upgrade of cooling system was carried out. 

Radiator plane Photon detector plane Backside plane
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ARICH operation summary
Phase 3 run



HAPD operation
• ~1 % off due to LV cable connection

• Merger 5_5 with 5 HAPDs
• ~6 % off due to HV, bias problems

• bias trip, high noise in HV/bias
à 93% channels operational

DAQ operation
• Several improvement of firmware and operation system

• ARICH downtime: Significantly reduced
• Switch the readout to PCIe40 system in 2022ab run

• Success in migration, no major issue
à Stable operation in Phase 3

2022/11/29 9

Summary of Phase 3 operation
Exp26 run#914
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HAPD operation status
Observe sudden increase of leakage current à disabled APDs
• Broken APDs due to radiation...?

bias current in HAPD#416

stable

Sudden increase

TRIP

2019 2020 2021 2022 2023

Ratio 4.8% 5.6% 6.0% 6.5% 5.4%

The problem of APD is getting stabilized

Negligible effect of 
PID performance 

due to masked APDs

Seems no dependency on beam condition
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LV cable failure
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HAPD status Kenta Uno

• Number of disabled APDs: 110 à 90
• Ratio: 6.5% à 5.4%

LV cables (4_4, 4_12 and 5_5) are fixed

Merger 5_5 <-> HAPD

Threshold scan of 5_5
(HV PEAK and LED ON)

Confirmed merger 5_5 is recovered
• No DAQ error à Will enable them in next run

Found contact failure in LV cable
• Fixed them by soldering (during LS1)
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DAQ status: PCIe40 system
PCIe40 readout system in 2022ab run
• 18 coppers + 6 ropc à 2 PCIe40 (48ch) + 2 ropc

2022/01/18 Yun-Tsung Lai (Kavli IPMU) @ 41st B2GM 19

ropc / daq_slc / SLC

● pcie40linkd: The major interface to B2Link and Merger. 
It is where all nsm variables are defined.

● pcie40controld: Manager of all the pcie40linkd.

● SLC nodes structure for PCIe40 system:

● The same way to restart:
● b2ari@rari1: ~/restart.sh rari nsmstop/start/stop/status
● rari: rari1 & rari2

RC_ARICH

STORE_RARI

RC_HLT_RARI

TTD_ARICH

ARICH

THSCAN

RARI1

RARI2

ROPC451

EB1_ARICH01

PCIE40_RARI1

runcontrold

HLT06

rocontrol

eb1txd

pcie40controld

runcontrold

runcontrold

running 
under 

rar1

PCIE40LINK00

...

PCIE40LINK35

pcie40linkd

2022/01/18 Yun-Tsung Lai (Kavli IPMU) @ 41st B2GM 18

ropc / daq_slc / SLC

● Pull request:
● https://stash.desy.de/projects/B2DAQ/repos/daq_slc/pull-requests/472/overview 
● https://stash.desy.de/projects/B2DAQ/repos/daq_restart/pull-requests/110/overview 

● SLC nodes structure for copper:

RC_ARICH

STORE_ARICH

RC_HLT_ARICH

TTD_ARICH

ARICH

THSCAN

ARICH01

ARICH02

ARICH03

ARICH04

ARICH05

ARICH06

ROPC401

EB1_ARICH01

CPR4001

CPR4002

CPR4003runcontrold

HLT05

rocontrol

eb1txd

cprcontrold

runcontrold

runcontrold

running 
under 
arich01

Copper system PCIe40 system 

We use 36 ch out of 48 ch

2022/01/18 Yun-Tsung Lai (Kavli IPMU) @ 41st B2GM 3

CSS GUI

● The main one for run control. The same usage as the previous one.
● Buttons for Saving/Loading FEE Masking are added.

To be validated.

36 ch

It has been stably operated
Thanks, DAQ upgrade group!



ARICH trouble
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JIRA ticket: BIIOPS-313, BIIOPS-135
• Unclear alert message for CR shifters
à Update alert message and introduce recovery script (next page)
• HV daemon was sometimes unknown (in 2020)
à Recently, the daemon becomes stable (using restart script etc.. )

( the source is not understood yet.. still under investigation)
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ARICH status: 2021run
ARICH operation in 2021 run was stable
• ~1 % off due to LV cable connection

• Merger 5_5 with 5 HAPDs
• ~5 % off due to HV, bias problems

• bias trip, high noise in HV/bias
• No major downtime ( > 30 min) in 2021b

Exp18 run#2469

  

Data/MC performance 
D* study from Saurabh
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Reminder: 2021c operation
Stable operation in 2021c run
• ~1 % off due to LV cable connection

• Merger 5_5 with 5 HAPDs
• ~5 % off due to HV, bias problems

• bias trip, high noise in HV/bias
• No major downtime ( > 30 min) in 2021c

7 8

1
6

94 % channels operational

Nb. errors in 2021c

2

Operation status Kenta Uno

1

ARICH DAQ trouble: 05.Nov - 12.Nov
• One ttlost on 08.Nov: global run resumed after SALS
• Sometimes saw ARICH large deadtime

• Maybe, due to backpressure between HLT and EventBuilder2
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Mask info
HAPD: still stable

• Number of disabled channel is 101: Ratio 6.0%

Exp21 run#91 Signal hits/ channel / event

fifo, crc, b2lost, ttlost
• A few times per per week

Unpacker error, etc …
• Very rare..

https://agira.desy.de/browse/BIIOPS-313
https://agira.desy.de/browse/BIIOPS-135
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Recovery script
Introduced recovery script in 2021c
• Most errors fixed by local CR shifters
à Significantly reduced ARICH downtime

2022ab
2/21 ‒ 6/5

Show the command for shifters 

Appear in Belle II chat

Next Step
• Development of recovery GUI (like CDC) is ongoing
• Implementation of automatic recovery
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Question to DAQ team
(Yu Nakazawa-san already mentioned)
We’d like to also keep DAQ after detecting an error
• Reconfigure problematic FEEs when DAQ stops for other reason
à If it is possible, we can reduce DAQ crash due to ARICH error

2020/02/27 Yun-Tsung Lai (KEK) @ INSTR'20, Novosibirsk, Russia 8

• Two types of FPGA chips:

• Front-end (FEB): Xilinx Spartan-6 FPGA

– 420 in total.
– Four 36-ch ASICs to digitize 

photon signals from HAPD.

• Merger: Xilinx Virtex-5 FPGA

– 72 in total.

– Controls up to 6 FEB: 
Firmware downloads and parameter settings.

– Combine FEB data to central DAQ 
with zero suppression.

– Slow monitoring/control of the system:
Temperature, voltage, FPGA SEU, etc.

– New firmware design:
Detection and self-repair on FEB SEU.
Details in the next page.

Readout electronics system

Front-end Merger

Front-end Board (FEB)

Merger Board

DAQ

Trigger
errorNeed to update merger firmware

Your comments are welcome
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PID performance of ARICH 
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Cherenkov angle distribution
𝒆2𝒆3 → 𝝁2𝝁3 events, 2019 data

• Good agreement between data and MC simulation
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Particle Identification in ARICH
Comparison b.t.w observed hit and the expected PDF
• PDF: Cherenkov angle distribution
• Construct likelihood function for 6 type hypotheses (𝑒, 𝜇, 𝜋, 𝐾, 𝑝, 𝑑)

ln ℒ& = −𝑁& +9
&'( '

𝑛'& + ln 1 − 𝑒)*!
"

h: particle hypothesis
𝑁&: expected total number of hits

𝑛'&: expected number of hits on pixel 𝑖

𝑖 = 0

𝑖 = 1
𝑖 = 2

𝑖 = 3
𝑖 = 4

𝑖 = 5

Likelihood ratio 

𝑅</> =
ℒ<

ℒ< + ℒ>
𝑅>/< =

ℒ>
ℒ< + ℒ>

= 1 − 𝑅</>

※ 1 bit (ON/OFF) information in each pixel
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Performance of 𝑲/𝝅 separation
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Performance 

● K/pi discrimination performance is studied using a clean sample of K/pi tracks from D* decays 

Close to MC expectation
※ Detector alignment, calibration
• Key to identify data/MC difference

𝐾)𝐷+𝜋,

2022/11/29

𝑀- [GeV/c2]

𝑀- [GeV/c2]

For 𝜋 miss-eff For 𝐾 eff 

𝑅!/# > 0.5 to 𝜋 track 𝑅!/# > 0.5 to 𝐾 track

95%11%

2022/9/12 17

Particle Identification in ARICH
Comparison b.t.w observed hit and the expected PDF
• PDF: Cherenkov angle distribution
• Construct likelihood function for 6 type hypotheses (H, I, 1, -, =, J)

ln ℒ) = −-) +I
)*+ *

**) + ln 1 − J,-!"
h: particle hypothesis
-): expected total number of hits
**): expected number of hits on pixel K

, = 0

, = 1
, = 2

, = 3
, = 4

, = 5

Likelihood ratio 

:L/N =
ℒL

ℒL + ℒN
:N/L =

ℒN
ℒL + ℒN

= 1 − :L/N

※ 1 bit (ON/OFF) information in each pixel

Clean sample of 𝐾, 𝜋 tracks from 𝐷∗ decays: eg. 𝑫∗. → 𝑫𝟎𝝅𝒔𝒍𝒐𝒘.

• 𝐾 eff: Apply 𝜋ID to another track from 𝐷+ to increase the purity
• 𝜋 miss-eff: 𝐾ID to another track
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Stability of PID performance

  

Stability of performance over time

→ run-by-run D* sample is mostly to small to study ARICH performance

→ combine data into 80 time-ordered chunks:                      per chunk   
@ R[K/pi]>0
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2019 2020 2021 Data
MC simulation

𝐾
ef
fic
ie
nc
y

𝜋
m
is
-e
ff
ic
ie
nc
y

Calculate 𝐾 efficiency and 𝜋 miss-efficiency run-by-run
• 𝑅,/. > 0.5 using 𝐷∗ sample

Observed stable PID performance against beam-induced background 

Point: beam-induced background increases as higher luminosity  

𝐿~3.0×10$% cm-2 s-1𝐿~2.0×10$% cm-2 s-1
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Stable ARICH operation in Phase 3
• HAPD: 93% channels operational

• Negligible effect of PID performance due to masked APDs
• Several improvement of firmware and operation system

• Success in PCIe40 migration à No major downtime in Phase 3

Good PID performance in Belle II data
• PID performance in data is close to MC expectation!
• Stable PID performance against beam-induced background

2022/11/29
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PID performance vs run number in 2022ab

→ performance seems stable (also in last period with large backgrounds)

→ no clear correlation with bkg. hit rate in the ARICH 
    or CDC background is seen



2022/11/29 24

Planar mirror 
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ARICH design and components

Readout electronics 

● In total ~ 60k channels 

● Very limited space of 5 cm behind HAPDs

● Variable gain        and        shaping time  

(3.1-12.5 V/pC)                 (100-200 ns) 

→ optimization for increased noise levels

● To prevent photon loss for track on the 

outter edge of the detector 

● possible photon reflections properly considered

in the reconstruction algorithms  

Planar mirrors 
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ARICH design and components

Readout electronics 

● In total ~ 60k channels 

● Very limited space of 5 cm behind HAPDs

● Variable gain        and        shaping time  

(3.1-12.5 V/pC)                 (100-200 ns) 

→ optimization for increased noise levels

● To prevent photon loss for track on the 

outter edge of the detector 

● possible photon reflections properly considered

in the reconstruction algorithms  

Planar mirrors 

• To prevent photon loss for track on the outer edge of the 
detector

• Possible to photon reflections properly considered in the 
reconstruction algorithm
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Quartz window
Cherenkov photons are also emitted when a particle 
passes through the quartz window of an HAPD.
• They can be converted to photoelectrons on their first impact on 

the photocathode or after repeated total internal reflections in the 
quartz window ( refractive index: ~1.5 for quartz )

à Small Cherenkov angle
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Cherenkov angle distribution

● Accumulated Cherenkov angle distribution as observed in                                    events

→ good DATA/MC agreement ! 

> 6 GeV/c muons →
fully saturated Cherenkov rings 
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4.3. Design of Belle II ARICH 35

TABLE 4.3: The specification of the HAPD.

Size 73× 73× 28 mm3

Number of APD chips 2× 2 = 4 chips
Number of channels 12× 12 = 144 ch

Channel size 4.9× 4.9mm2

Effective area 65 %
Photo-cathode material Bialkali

Quantum efficiency ∼28% at 400 nm
Bombardment gain ∼1800

Avalanche gain ∼40
Total gain 72000

Capacitance 80 pF

(a) Overall structure of HAPD (b) APD structure

FIGURE 4.14: The mechanical structure of HAPD. (a) overall structure of HAPD
and (b) APD structure in HAPD.

from a quarter of an HAPD as shown in Figure 4.18. ARICH measures the ring image and we
collect only hit information. Up to six FEBs are connected to one MB, and a MB serializes the
data from FEBs and suppresses the data of no-hit channels to reduce the data size. Then, the MB
sends merged data to the back-end Belle II central data acquisition system. The data flow in the
ARICH readout electronics is shown in Figure 4.19.

Each MB has two RJ45 connections for trigger and Joint Test Action Group (JTAG), and an
optical fiber connector for data acquisition and configuration of the FEBs that are set via the
MBs. Both FEBs and MBs employ a field programmable gate array (FPGA) which is responsible
for communication between the boards and back-end data acquisition electronics. Spartan-6 and
Vertex-5 are used for the FEB and the MB, respectively. We use 420 FEBs and 72 MBs, and handle
60480 channels in total.

APD structure


