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Outline and goal CNFN

e This is not a tutorial on grid usage
e 1.Bird’s eye presentation of distributed computing (grid)
e 2. And data production

o Emphasis on how and where get more info
e 3. Aset of suggestions and recipes to improve your grid experience
e We do expect a lot of question from you, based on your grid and analysis

experience

o Michel and I will try to answer to all of them and/or take your feedbacks home to improve tools
and documentation and whatnot in the future
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what is the grid?

Total throughput: 219.7 MB/s
Efficiency: 95.2%

‘Compunting sites: 61
Storage element sites: 36 L 2 3
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Accounting time: 24 hours

Last updated:
2020-07-03 06:33 UTC
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First... what is the grid?

e Many networked loosely
computers.

e Data centers keep two copies
of the full raw data set.

e Raw data is staged,
reprocessed, skimmed and
distributed over sites.

e Analysers access data

sending jobs to the grid and
downloading the output.
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Why grid? CNFR

e Estimated size of the dataset collected by the
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Some metrics

e Operations in 2022
(including all replicas)

o Raw data
6 PB (4M files)

o Moriond 2023 / ICHEP
Proc13 + buckets: 417 TB (1.4M files)
MC15: 870 TB (2.2M files)

e CPU usage
e MC production: 72%
e Data processing: 6%
e  Skimming: 1%
e User analysis 22%.
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Cumulative Jobs by JobType
47 Weeks from Week 52 of 2021 to Week 48 of 2022

Analysis

1 1.5 M jobs per week
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gbasf2 CNFR

e Gbasf2 is a tool for submission of jobs. From your desktop to the grid.

e The same steering files used with basf2 works with gbasf2 on the grid.

e The usual workflow is:
o Developing a basf2 steering file at first.
o Testing it locally.
o Submit the jobs to the grid with
the same steering file.

s=basf2<% " @@g
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Logical File Names

e Files are stored around the world in the different
storage elements.

e Alogical file name (LFN) is the unique identifier of a
file in the Belle Il grid in the form of a unix-like file
path:

Ibelle/data_type/more_directories/file_name

e Rucio File catalog resolves the LFN, and provides
the information of where to find the file(s).

e Then, you only need to provide the LFN(s) of the
datasets which are relevant for your analysis.
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Collections CNFN

e Bonus: integration with Rucio allow the definition of collections
o asingle reference for a group of datasets of interest.

e Collection is Immutable
o Analysis reproducibility is ensured.

e Decrease in pre-work for gbasf2 job submission.
e Huge decrease in gbasf2 submission time for large project submission.

datablock (subXX)
dataset

collection 1
collection 2

(Y] || [N

[e¥[eY)|| || (@YY

[e¥[e| | (| (oT(eY
ehen) ||| ey
e || || e

(oYl ||| ||[eY[eY
[e¥[e ||| [NV

[elEn ||| ||ETED

[eUEY || |[E0ET
[EVEY || ||@nEy
[¥el|| [PV
eIy || |[EYEY

Michel, Stefano, Umberto


https://confluence.desy.de/display/BI/Collection+summary

Where do | find help?

The information is located at Confluence:
o The gbasf2 manual: gbasf2.belle?.org
o The gbasf2 FAQ.

o The gbasf2 troubleshooting.

Please join comp-users-forum@belle2.org
o ltis the official channel of support for gbasf2.
o You will also receive announcements on new releases, system issues, etc.

Use guestions.belle2.org. People will be happy to help (please also try to help others).

Many gbasf? tutorials are available.
o Try to follow the most recent one.
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http://gbasf2.belle2.org
https://confluence.desy.de/display/BI/GBasf2+FAQ
https://confluence.desy.de/display/BI/GBasf2+Troubleshooting
https://lists.belle2.org/sympa/arc/comp-users-forum
http://questions.belle2.org
https://confluence.desy.de/display/BI/GBasf2+Tutorials

How can | ask for help effectively?

e Describe your problem
e Provide the problematic project name, jobid or dataset.
e Provide your grid username

gb2_proxy_init
gb2_proxy_info
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Generating proxy...

Enter Certificate password: ***%%3

Added VOMS attribute /belle

Uploading proxy..

Proxy generated: I . _ :
b iecr T https://dirac.cc.kek.jp:8443/DIRAC/ -> Settings
issuer : /DC=org/DC=terena/C

identity : /DC=org/DC=terena/C ' _

timeleft :+ 23:53:59 Portal configuration

DIRAC group : belle

path : /tmp/x509up_u47126

username : slacapra User:
properties : NormalUser

VOMS fqan : [u'/belle']
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Most common issues CNFR

- Reports in the comp-users-forum:
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Where to find information on what to run INFN

e General DP page:

https://confluence.desy.de/display/Bl/Data+Production+\WebHome

e Data Page https://confluence.desy.de/display/Bl/Data+Production+Status
e MC Page https://confluence.desy.de/display/Bl/MC+main+page
e SKIM Page https://confluence.desy.de/display/Bl/Skim+main+page
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Data Production WebHome
Unnbert Tamponipostedon 1. M i

Welcome to the Data production confluence page.

Here you will find all the official information about the available Data and MC samples.

Data production status

MC main page Data main page Skim main page
Luminosity main page Validation page Calibration page
DP repository
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https://confluence.desy.de/display/BI/Data+Production+WebHome
https://confluence.desy.de/display/BI/Data+Production+Status
https://confluence.desy.de/display/BI/MC+main+page
https://confluence.desy.de/display/BI/Skim+main+page

Data: what we produce (NN

e Prompt reconstruction:
o Produced few weeks (~4-6) after the data taking, after prompt calibration is performed
o Produced in dataset of about 20/fb selecting a set of runs (DP jargon: bucket)

e Full reprocessing:
o All data up to a given experiment is re-calibrated and reconstructed with latest greatest basf2
release
m procXX (as in “prok”)
e To have full dataset you need to combine procXX and prompt for the

remainder of data.
o Eg: proc13 (for exp7-18) + prompt (for exp 20-26)
e Output mDST

o ForALL events
o For HLT-hadron events (about 10% of total)
m Contains all high multiplicity events (eg BB-bar)
B [[nTracksLE>=3] and [Bhabha2Trk==0]] https://confluence.desy.de/display/Bl/HLT+Skims

14
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https://confluence.desy.de/display/BI/HLT+Skims

Data Page: how to read it

Collection(s)

Moriond 2023 dataset All 45 /belle/collection/Data/proc13_all_4S_v2 UPDATED

/belle/collection/Data/Moriond2023_prompt_all_4S_v1

Dataset

4S_offres /belle/collection/Data/proc13_all_4S_offres_v1

/belle/collection/Data/Moriond2023_prompt_all_4S_offres_v1

5S_scan /belle/collection/Data/Moriond2023_prompt_all_5Sscan_10657_v1
/belle/collection/Data/Moriond2023_prompt_all_5Sscan_10706_v1
. /belle/collection/Data/Moriond2023_prompt_all_5Sscan_10751_v1

HLT skim

/belle/collection/Data/Moriond2023_prompt_all_5Sscan_10810_v1

\ Hadron @ 4S

/belle/collection/Data/proc13_had_4S_v3 UPDATED

/belle/collection/Data/Moriond2023_prompt_hadron_4S_v1

48_offres /belle/collection/Data/proc13_had_4S_offres_v1

/belle/collection/Data/Moriond2023_prompt_hadron_4S_offres_v1

5S_scan /belle/collection/Data/Moriond2023_prompt_had_5Sscan_10657_v1

/belle/collection/Data/Moriond2023_prompt_had_5Sscan_10706_v1
Bea m /belle/collection/Data/Moriond2023_prompt_had_5Sscan_10751_v1
E ne rgy /belle/collection/Data/Moriond2023_prompt_had_5Sscan_10810_v1

INFN

proc13 (exp 7,8,10,12,16,17,18) + prompt (exp
20,22, 24, 26)

proc13 (exp 8,12) + prompt (exp 25)

prompt (exp21)

proc13 (exp 7,8,10,12,16,17,18) + prompt (exp
20, 22, 24, 26)

proc13 (exp 8,12) + prompt (exp 25)

prompt (exp21)

What is included

You want to use only collections, unless you really know what you are doing!
MANDATORY: specify collection name in your B2Note for reproducibility.

Michel, Stefano, Umberto
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Luminosity

all 4S

4S_offres

e Data Offline+Luminosity+Page 45 o

e Also every collection has lumi info il
o For Data and for MC

All beam energies:

~> gb2 ds search collection --get metadata /belle/collection/test/MC14ri ccbar labinv vl
#p####RHF## Metadata of Collection ########FH##H##

dataLevel: mdst

description: Collection MC14 ri for ccbar - 4S

campaign: MCl4ri_d,MCl4ri_a

dataType: mc

skimDecayMode:

int_luminosity: 1000.0 /fb

generalsSKimname:

HERERARH AR R AR R AR AR AR AR AR AR A AR

Total

364.436 +/- 0.020

42.329 +/- 0.007

0.038 +/-0.000

19.702 +/- 0.004

426.506 +/- 0.021

e Also command line tool for Data (within any recent basf2 release)
o WARNING: do rely on officially released luminosity values for dataset

b2info-luminosity --exp 7-26 --good --what offline
b2info-luminosity --exp 8 --runs 1954-3123 --good --what offline

Michel, Stefano, Umberto

361.589 +/-0.020

42.279 +/-0.007

0.038 +/-0.000

19.702 +/-0.004

423.57 +/-0.021
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MC: what we produce (NN

e Two types of MC Run Independent (Rl) and Run Dependent (RD)
o RI

o Detector condition are stable, “averaged” over data taking
o Background are coming from simulation, and also (statistically) same for all events

e RD

o Detector conditions are the same as the one during data taking, run-by-run (hence the name)
o BG is taken from data with random trigger and overlaid to simulation

e Samples
o Generic:
m qg-bar (gq=udsc) tau pairs aka continuum
m bb-bar: mixed (BO-BObar) charged (B+B-)
o  Low multiplicity
m  mumu, ee, mumuee, 4mu, 2tau, 4tau, pipilSR, KOKObarISR, I[IXX, hhISR, etc
o Signal(s)
m later

17
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MC

e MC Page https://confluence.desy.de/display/Bl/MC+main+page
o  Similar to Data: collection are provided once the production is done

e RI:

o You have 1/ab for ggbar/taus
m FYI: Additional 2/ab of bbbar are being produced in these days
o 0.1-10/ab for low multiplicity dataset

e RD:

o Each collection has a luminosity, which depends on the sample generated (qgbar, low mult, etc)
o Itis close to 4x for qgbar/tau’s, 2x gg, 1x for low mult, 0.1 ee BUT NOT EXACTLY

e For production in progress, no collection is provided, need to query DSS

O  gb2_ds_search dataset -campaign MC15rd_b -data_type mc --exp_low 7 —-exp_high 7 -mc_event uubar

e What MCrd is available? What is running ?
o Details on https://confluence.desy.de/display/Bl/MC+run-dependent+details

18
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https://confluence.desy.de/display/BI/MC+main+page
https://confluence.desy.de/display/BI/MC+run-dependent+details

Signal

Signal is produced generally for MC Run Independent
o Now also for Run Dependent
RI signal list:

o https://confluence.desy.de/display/BI/MC+run+independent+signal+production

RD signal list:

o https://confluence.desy.de/display/Bl/MC+run+dependent+signal+production
To access query DSS:

@) gb2 ds search dataset --campaign MCIl5ri b --data type mc --mc_event 1110062100 --bkg level BGxl

Only signal explicitly requested by WG are produced!

o Do not assume that all signal for which a dec file is present in basf2 are produced

How to ask for signal production?

Check if not produced already

Ask your DP liaison in your WG

Signal can produced also if dec file is new (not yet in basf2)

Default is R, signal in RD are prioritized: if you need it, it can be done
m Contact your WG conveeners

(@)
(@)
(@)
(@)

19
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https://confluence.desy.de/display/BI/MC+run+independent+signal+production
https://confluence.desy.de/display/BI/MC+run+dependent+signal+production

Skim

e |n Belle Il we have two “skims”
o HLT-skims aka general skim (eg hlt-hadron)
o analysis-skim (aka uDST)
e An analysis-skim is a subset of a dataset (Data or MC) with all events passing

a set of (loose) selection

o ldeais to provide a smaller dataset for faster processing for specific analysis
o Retention rate 1-10%: can start from all or hadron events

e Eg: B2Charmless WG

o  Skim description: Skim list for all charged B to charmless modes with 3 tracks and 1 Pi0.

o  Skim name: BtoHad3Tracks1Pi0 fom il sl
o  Skim LFN code: 19130310 - BT K" K"K~
e« BT 5 K™K ™n™
e Full documentation at: « Bt 5> K*ntn
Cuts applied:

o https://confluence.desy.de/display/Bl/Skim+main+page

e 5.20 < Mbc < 5.29

o abs(deltakE) < 0.5
Michel, Stefano, Umberto


https://confluence.desy.de/display/BI/Skim+main+page

Skim: what is available? Bowas

@ Systematics : 3

e https://confluence.desy.de/display/Bl/Skim+Production+Status : E\LA‘%PN':E‘; .
e About 70 different skims produced in 20-30 combined ones o TDCPV : 2
e No collection yet: done on-demand e

@ BToCharmless : 4

o  We will have just too many collections! _
@ Quarkonium : 4

m 70 skims * (14 MCri+14MCrd+1Data)

_ _ _ _ o @ Charm : 14
o  Working on improvement in collection to solve this issue o Daik # 1
e Now: query DSS o Tau:3

Examples:

e  MC15ri FEI Hadronic skims:
o  gb2_ds_search dataset --data_type MC --data_level udst --skim_decay 11180500 --campaign MC15ri_b
e proc13 TDCPV_ccs skims:
o  gb2_ds_search dataset —data_type data —-data_level udst --skim_decay 13160200 -general_skim all --campaign proc13
e  All proc13+prompt TauThrust skims:
o  gb2_ds_search dataset -data_type data --data_level udst --skim_decay 18570700 —general_skim all --release release-06-01-10

warning: if you don't specify the release or the campaign, the search will also return results for last campaign (MC14/proc12)

21
Michel, Stefano, Umberto


https://confluence.desy.de/display/BI/Skim+Production+Status

Grid how to use effectively CNFN

Some suggestion and More Elfective GRID

. . . Few New Ways
recipe to improve your grid to Improve
. Progr:
user experience a
Michel, Stefano, Umberto

Frequently Asked Questions
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How can | test my code locally? CNFN

e You most certainly WANT to test your code locally before submitting thousands
jobs to the grid! Thanks!

e (et one file from grid via gb2_ds _get
You can get the grid file path via
gb2_ds_search collection --list datasets /belle/collection/Data/procl3 had 4S_v3
gb2 ds_search dataset --campaign MC15ri b --data type mc --mc_event 1110062100 --bkg level BGxl
gbasf2 has scouting enabled, to protect against this kind of massive failures, but you don’t want to
submit O(10k) jobs just to find afterward that you forget a comma in your steering.

m Please test locally!

o O O O

e Do you have a set of data and generic MC already available at KEKCC so | can

use them instead of downloading them by myself?

o That’s a great idea, and we are actually looking for a volunteer to do that!
23
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How can | reduce the number of jobs to run? (inen

e Can you use hlt-hadron instead of all events?
o Eg: for Moriond Data: all mDST requires ~60k jobs; Hadron mDST: ~10 k jobs

e (Can you use analysis skim?
o How can | check it?
m  Run the skims (https://confluence.desy.de/display/Bl/Skim+Information+for+Analysts) on
your signal and figure it out
o Butldon’t have skim for signal!
m Right, but you can run it by yourself and save the uDST output
m  Orrun it and save to your ntuple

# Check the skim output
from skim.WGs.tdcpv import TDCPV ccs

skim ccs = TDCPV_ggs (udstOutput=False) # pass udstOutput=False to disable udstOutput
skim ccs (path=my path)

var.addAlias ("skim ccs", f"{skim ccs.flag}")

# then save "skim ccs" in your final tree

24
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https://confluence.desy.de/display/BI/Skim+Information+for+Analysts

How can | reduce the number of jobs to run? (inen

e Can | run multiple input files for a single job? gbasf2 -n 2(3.4..1000) ?
o It’'s complicated.
o For technical reason, there is a limit on the total input size you can read in one job
o Furthermore, you cannot run on two files which have been produced with different GT
m  And some productions are actually done with different GT set

e S0, you can use -n 2 (or greater) only for some dataset
o Check Data and MC confluence page
o ltis fine for MCri sample
m  MC15ri ccbar is 5780 files
e For skims you can run on higher number of input files
o -nb5isok
m Yet another reason to use skim

25
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How to test -n X ? @

e gbasf2 printExtralnfo.py -i /belle/collection/MC/MC15ri_uubar_Tabinv_v1 -n 2 -p pippo -s
release-06-01-10 --dry

All is fine: go ahead

e —— - iy m e — e = g - [ —

Requestlng metadata of input flles (6376 flles) Please wait.

FhRE I I AT I I I A I I AR A Fddddddddddddrdrdrdddddddddddddddkd

e ] Btz e PRt L dirird

EE R Project summary FhE I I I dhhddhhdx

** Project name: pippo
** Dataset path: /belle/user/slacapra/pippo

** Steering file: printExtralInfo.py

** Job owner: slacapra @ belle (23:44:26)

** preferred site / SE: None / None

** Input files for first job: ['LFN:/belle/MC/release-06-00-08/
=]

** Number of input files: 6370
** Number of jobs: 3191

Go! | |

-n 2 is fine

** Processed events: 1586243574 events

NO-GO! ** Estimated CPU time per job: 641391 min
b Fhrrhdrhrdhrdhrddrdhdrh b hddhdrhhdrdhkdhddhddhdhhdhhs
e S > Ared e e N r ol e e R e b 51 BT ate ey PR L — Itomnxe =y =

Reguestlng _metadata of input files (6370 files Please wait.

Maximum input per job exceeds 1limit (5 GB per Job)

Max size of the group of files: 5.15 GB -n 3 is NOT fine
Please try to reduce the number of input files per job (option -n).

WARNING: this will not test against mixed GT issue!

26
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Data processing: GT overview

e Proc13 mDST

o Exp 7-18 are produced with the same GT set
m Youcantry-nX

e Prompt mDST

o Exp 20-22 are produced with 4 different set of GT
m Using online snapshot instead of just online
m DO NOT use -n 2 unless you run on just one bucket

o Exp 24-26
m Produced with same GT set
m Cantry-nX
e UNLESS you process together with exp20-22 (eg if you process all prompt

together)
m Sorry about that!

e Should we document all of this?

(@)

27
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runs / scaled

viIviiva) L runiv,

Distributed computing : Scalability

Production system

Our system is optimized with an assumption that 8-hour runs would be dominant
after the first couple years of the experiment

- But in reality, so many short runs are there even after three years have passed

Sizable number of runs makes prodcution overhead non-negligibe

Duration of non-debug runs
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Dataset
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1000— file 1000 file 2000 file xyooo J
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B So many short runs case Ditaget22iaset
6001= Dataset —
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What are we doing to improve this?

e Improved merge for future production

o No more run boundary as up to now

o So we will be able to merge mDST and uDST from different runs
m This is particularly relevant for old experiment, where a lot of short runs are present

e Eg for exp7-8 the reduction in number of files will be O(100)

m Both for Data and MC-RD, where the run structure is followed
m Even more effective for uDST

o Avery recent addition, in production but we already produced mDST/uDST...

e Additional merge step for current production
o  We will do a “fake” production, just to do this improved merge step
o  Working on it, will start in the next days from had-mDST of old experiments

29
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How to run multiple channels/ntuples together¢ine

You look at many channels at once:

o B%-n'Ks with (W'— n(— yy)m +1 -)/(— n(— T T 1)1 m)(— p(— TT)Y)
you do not need to run on data once per channel (so 3 times)

o Pseudo-code

import basf2 as b2

my

ma.

ma.

ma.

ma.

b2

path = b2.create path()

reconstructDecay (decayString=B0:chl -> eta':gg K SO:merged",cut= 'Mbc > 5.1 and abs(deltak) < 0.3', path=my path)
reconstructDecay (decayString=B0:ch2 -> eta':3pi K SO:merged", cut='Mbc > 5.land abs(deltak) < 0.3, path=my path)

variablesToNtuple (decayString=B0:chl', variables=vars BOchl, filename="B2EtapKs.root”, treename='BOchl', path=my path)
variablesToNtuple (decayString=B0:ch2', variables=vars BOch2, filename="B2EtapKs.root”, treename='BOch2', path=my path)

.process (my_path)

30

Michel, Stefano, Umberto



How to download your output effectively

e Reduce the number of output (see before)
e (et your output close to the final destination

o Replicate before copy

m gb2 ds rep -d <destination_SE> /belle/user/myUser/myProject

m gb2 ds rep_status /belle/user/myUser/myProject

m NB: you can do this while your jobs are running, no need to wait them to be done
o destination_SE is the name of the storage element (“grid disk™) which is close to you

m gb2 se list

INFN

e DO NOT choose any *TAPE* *DATA* or KEK-TMP-SE (will not work!)
e Copy from SE to SE is optimized, that from SE to your pc is typically not, so

doing a fast “long leg” is beneficial

e gb2 ds _get--new
o  significantly faster than
standard get
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ccwil:~>gb2_se list
SE

Write

Remove

Australia-DATA-SE
Australia-TMP-SE
BNL-CALIB-SE
BNL-DATA-SE
BNL-TAPE-SE
BNL-TMP-SE

Active
Active
Active
Active
Active
Active

Active
Active
Active
Active
Active
Active

Active
Active
Active
Active
Active
Active

Active
Active
Active
Active
Active
Active



User output lifetime (NN

e Once you produce your output, this lives on GRID
o Meaning that it is sitting on some disk on some server on some computing center
o Disk is cheap, but not free, electricity is not free (and not cheap these days), keeping your
ntuples has a cost.
m Please consider this
m Remove your old stuff once you don’t need it anymore.

e If you don'’t, we will eventually do!

e Reminder: user output file has a lifetime of 1 month

o After that your files might be deleted at any time
m Meaning they are eligible to be deleted, but they are not actually deleted
o  An announcement will be done in advance, be aware

e Also: soon you will have a quota on grid!
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Help: | cannot download my files! (NN

e It's complicated (again), and typically requires expert help

e [t might be that the site where your files were produced has an issue
o It can be a scheduled maintenance: you can check by yourself on DIRAC
o If so, just wait

&5 BelleDIRAC Apps AID RawTime  PilotTrend Pilot Submissi Raw, Job Summary  DDM Tre
a Dataset Searcher

Color explanation (only for Bellell CEISE, central server)
@ Storage Accounting

1= § BZMonitoring Plot Dlsplay S erity is "OUTAGE". 24 hours before/after start/end time.

e & Sev "WARNING". D! ti
@ B2Monitoring Plot Display User ey owntime now:

Severity is . 24 hours start/end time.

a@ B2Monitoring Plots
a B2Accounting Hosts with faint colored letters are not Bellell CE/SE or central server.

e If not, it is worth to ask comp-users-forum@belle2.org
o Often the problem has been seen by the Data Production shifter and reported
m DP shifters are easy to do, low intensity, but extremely useful to spot as early as possible
these kind of problems.
m Have you registered for DP shift? NO? What are you waiting for?
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https://lists.belle2.org/sympa/arc/comp-users-forum

Why are my jobs failing? CNFR

e Have you tested them locally?

e Do you need any file in addition to your steering that you forgot to ship?
o Eg imported modules, weight files, etc ...
o gbasf2 -f, --input_sandboxfiles
e Check the project status
o gb2 job status -p <project name>
e Have a look at some of the ouptut
o gb2_job_output -j <Jobld>
m JoblID is provided by the first command

34

Michel, Stefano, Umberto



How to check general grid status

(@)

(@)

Use DIRAC at https://dirac.cc.kek.ip/DIRAC/

You need your grid certificate to be loaded into your browser

Desktops&Applications =
3 Tools
£ Applications
= Accounting
@ Activity Monitor
@ Component History
@ Configuration Manager
™ powntimes
™ e catalog
™ 30b Monitor
LY Summary
™ pilot Monitor
= pijot Summary
@ Proxy Manager
a Public State Manager
@ Registry Manager
L Request Monitor
W Resource Summary
@ Space Occupancy
a System Administration
™ Transformation Monitor
) BelleDIRAC Apps
™ Dataset Searcher
™ BoMonitoring Plot Display

AID

80000

70000

60000

50000

40000

30000

20000

10000

0

DownTime Raw Time Pilot Trend

Total Running/Waiting jobs (1 day)

Mziplewaitingjcbs  —8= TetalRunningjobs
-o- Othetdiaitngjots  —8— AnyWaitingjobs

—o— Total¥ating|ods
2CCO0O0CO000CO0COCD2CO00C000C00
©060606050600660066006000600
OChRENOSNANMOANANMTNONRDOOODO~NMT B ON
HHEErAANNNNOCOCOODCOOMmMMA~ MM
PEEIREIDAONNCONNCONNCNNNO AP
YooY RY
AAAAAAAAAAAAAA Al S Ad AN A
AARHAAAAHAAHAAAARAAAR A A~ A

Total Running Job = 18483

. Total Waiting Job = 36230

@ B2Monitoring Plot Display User |
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Pilot Submission

300000

250000

200000

150000

100000

50000

JobStatus

Total Running/Waiting jobs (7 day)

o~ MuipleWaitingjcbs
-#- Othevviaitingjots
~o~ Total¥ating|ods

=&~ TetalRunningjobs
— AryWaitingjobs

00C000C000C000C0C00DC000C0
0900000000090 RR080R0R000
FACADNAANSAROMEMOCMONORTHT A
OH~DOHNOHHCONNCHNORHACOANGH
NANMMAMSTTNAVNEOCRRSNOOIDICN
guoQQoQUQeUQQQRNQNQUQQRANRN
P B i B e e e i e i i e i
jopepapepepepogepopapage jagopope pogopeps pajepe pa papel

RawJobStatus Job Summary DDM Trend

INFN

DDM Task Trend

Total Running/Waiting jobs (30 day)

Production Progress

1200000

MutipleWaitingjcbs =8~ TetaRunningjobs |

—o- Otheviaitngiobs 8~ AnyWaitingjots

1000000 — TotalVatingjobs |
80000
600000
430000
200000
0

oCo0oCcocoO0CoCODCCODCCOOCCOODCO0
885666585536683680566053608
AR AR A AR AR ANAA AR AR AR AASN @A S
bk bt Belobih oot Bebobch o b
WOARNTACARNO~NTAECRNO~ANTNONDO
709000600 4c ol dqRNNNANEY
o e e I e I e e e R R ]
S89ddddadddadddadddaddddadsd


https://dirac.cc.kek.jp/DIRAC/

What is running CNFR

Running jobs per JobType (2 days) Running jobs per JobType (T days) Running jobs per JobType (30 days)
60 Hours from 2022-11-27 04:30 to 2022-11-2% 16:30 UTC 167 Hours from 2022-11-22 07:00 to 2022-11-29 06:30 UTC 30 Days from 2022-10-28 o 2022-11-28
- on
- - 1 -
- =m
N -
o det xn- \
2 wn 0w
2 a a |
2 2 e
1o - 10 1160
NI - 0o - '
-
-
0 Y
LLALUIREA (ST L ORI (0 I e A PR DB L RS L UR AL UB LB LB S I PR D R () 20008 AIM AGEILH A2 W LUTRIR. ] A2 2220 AFILOA ZALO0 NGHITEE X210 AR Z000019 301157 XG0 e
Max: 22,132, Average: 14,813 Max: 32,375, Average: 20,272 Max: 31,983, Min: 1.00, Average: 10,661, Current: 12,197
3 Whakatin T3 B S son B M L BT s OMvecss 15 B MSi La B W S R 1 8 5155 B WS i B ST 3 L
B b D45 B Coashin i W Ueioon [ 0 Uzer 1635 B Coahim CEN W Uertoon [ 4 JWPoguthn  #3% B CuShr L% W Ueiton 3
rsobt e AL NI AT Comobd ey IUAIE 0N T ATE Cosobd e\ UM N ATE

e Light orange (?)is MC
e Blueis users

e Other colors MC/Data skims
o No raw processing in the last month
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B2Monitoring Plot Display User INFN -

Bellell
&

— oy mormon - _
™ Component History
i User Job Status figures with a range of 7 day Failed (Job slots occupancy)

= e g T —— 7 Days from 2022-11-22 to 2022-11-29

= 30b Monitor

: :m S’:mmary Running Jobs Waiting Jobs
ot 167 Hours from 2022-11-22 17:00 to 2022-11-29 16:30 UTC 167 Hours from 2022-11-22 17:00 to 2022-11-29 16:30 UTC

™ pijot Summary

™ proxy Manager

™ public State Manager
™ Registry Manager

™ Request Monitor

™ Resource Summary
™ space Occupancy

™ system Administration

Joes

" Transformation Monitor
€9 BelleDIRAC Apps
™ Dataset Searcher

jobs

™ B2Monitoring Plot Display

™ B2oMonitoring Plot Display User
@ Help
@ DIRAC
= My Desktops

2 Shared

0 . 0
221123 221124 221125 021126 021127 021128 221129 221123 221124 021125 021126 021127 021128 2021129 02022-11-13 0221124 2221125 20021126 0221127 0221128 20221129

Max: 9,371, Average: 3,552 Max: 195,529, Average: 40,926

e Running/Waiting/Failing/etc divided by user

o Very useful to spot massive failure of your jobs
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Grid usage (NN

e \Very little analysis jobs running on grid right now

e If you need to submit your analysis job on grid now is a good time!
o Don’t wait for rush hours

GM igbs (30 day)
700000 A 70 alRunningjobs

5 600000
500000 -

gl 400000 -
300000 -

200000 +

100000 A

Just before B2GM

o

03 22:00 |
05 04:00
06 10:00
07 16:00
08 22:00
10 04:00
11 10:00
12 16:00
13 22:00
15 04:00
16 10:00
17 16:00
18 22:00
20 04:00
21 10:00
22 16:00
23 22:00
25 04:00
26 10:00
27 16:00
28 22:00
30 04:00
31 10:00 (R
01 16:00
02 22:00
04 04:00

o
2
2 38
0
o
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Since last PGM

Total Running/Waiting jobs (7 day)

1200000 v - -
—&— MultipleWaitingJobs =~ —@— TotalRunningjobs
—&— OtherWaitingjobs —&— AnyWaitingjobs
1000000 - —e— Totalwaitingjobs
800000 A
600000 -
400000 A
200000 A “ ’ ”
Stefano’s peak

l

11/08 05:00
11/08 11:00
11/08 17:00
11/08 23:00
11/09 05:00
11/09 11:00
11/09 17:00
11/09 23:00
11/10 05:00
11/10 11:00
11/10 17:00
11/10 23:00
11/11 05:00
11/11 11:00
11/11 17:00
11/11 23:00
11/12 05:00
11/12 11:00
11/12 17:00
11/12 23:00
11/13 05:00
11/13 11:00
11/13 17:00
11/13 23:00
11/14 05:00
11/14 11:00
11/14 17:00
11/14 23:00
11/15 05:00

e My call really had an impact

e And the grid worked really wel
o 10-15k jobs done/h
o 1.73 M jobs done in last 7 days
o Limited # of failed jobs: thanks!
o Today only 38k jobs waiting

e Great work by DC!

e Still a good time to submit then!
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>850k waiting jobs
New all time record

Total Running/Waiting jobs (1 day)

—o— MultipleWaiti

ingjobs  —e— TotalRunningjobs
jobs.

140000 —e— AnyWaitingjobs

120000

100000

80000

nnnnn

jobs / hour

Done (Job executaion rate)
7 Days from 2022-11-08 to 2022-11-15

17,500

15,000

12,500

10,000

7,500

5,000

2,500

2022-11-09 2022-11-10 20_22-11-11 2022-11-12 2022-11-13 2022-11-14 2022-11-15

Max: 17,576, Average: 8,3p4, Current: 68.5

B innd0I0 INGO. M Llamoncl DAL M famnani 180, B caranda 110

All final statuses (Cumulative executed jobs)
7 Days from 2022-11-10 to 2022-11-17

2022-11-11 202, - 2022-11-13 2022-11-14 2022-11-15 2022-11-16 2022-11-17

Average: 0.79, Current: 1.73
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We need your help! CNFN

e Computers are not so smart. Sometimes, they fail.
o "Sometimes" x Huge Resources = "Often"

e The computing system need 24 hour x 7 day care.

e Please help us as a Data Production Shifter. You can book at shift.belle2.org
o A nice manual is already prepared.

e If you have some experience as data production shifter, please become an Expert Shifter.
o The Expert Shifter training course is open.

e Looking for a task? We have several for you!
o Data production tasks
o Computing tasks
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http://shift.belle2.org
https://confluence.desy.de/display/BI/Data+Production+Shifter+Manual
https://confluence.desy.de/display/BI/Data+Production+service+Task+list
https://confluence.desy.de/display/BI/Computing+TaskList

