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1) Overview Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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They look cute, but 

that could be deceiving …

… they are responsible for some of the long-
standing discrepancies since about a decade

VI.B Combination and Interpretation of the Results 41

0.50 0.75 1.00 1.25 1.50 1.75

R(D) / R(D) SM

0.8

1.0

1.2

1.4

1.6

R
(D

� )
/
R

(D
� )

S
M

Belle 2015
BaBar 2012
Belle 2020
Average (�̂D⇤⇤)

Belle 2017
LHCb 2015
LHCb 2018

Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Chapter 1.

Introduction

In the Standard Model of particle physics quarks and leptons come in three generations each
containing a pair of up and down-type quarks or a charged lepton and a neutrino. The properties
of quark and lepton pairs in each generation are identical except for their masses. The masses
of the quarks and charged leptons are generated from their couplings to the Higgs field. These
couplings lead to a puzzling hierarchy between the masses of quarks and charged leptons across
generations. Furthermore, the reason for exactly three generations remains a mystery of nature.

The charged weak interactions are the only interactions which allow a change of flavour between
quarks and leptons. This was first observed with the discovery of radioactive �� emissions by
Henri Becqueral in 1896 which was later realised to be described by the weak d ! u transition,

n ! pe�⌫̄e , (1.1)

where a neutron, with quark content udd, decays to a proton (uud) and in the process a electron
and its anti-neutrino are emitted. While the weak force only couples leptons to neutrinos within
generations, for quarks cross-generational couplings are possible. In addition, while the weak
coupling for leptons to neutrinos is universal across the generations, for quarks the couplings are
proportional to the elements of the Cabibbo-Kobayashi-Maskawa (CKM) matrix [2, 3],

V CKM
=

0

BBB@

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1

CCCA
. (1.2)

1

Introduction 2

This structure arises from the cross-generational couplings of quarks to the Higgs boson which
leads to a misalignment between the weak and mass eigenstates for quarks. The CKM matrix has
an almost diagonal structure as illustrated in Fig 1.1. The smallest and least known element is
|Vub| (see Fig 1.1) with |Vtb| : |Vcb| : |Vub| ⇡ O(1) : O(0.1) : O(0.01). The hierarchy between the
cross-generational couplings again presents another puzzling feature of the Standard Model. An
important characteristic of the CKM matrix is that it is unitary, this provides for an essential test
of the Standard Model.
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Figure 1.1: Illustration of the magnitudes of the CKM matrix elements, which displays an almost diagonal
structure (left). The matrix element |Vub| is the smallest of the CKM matrix elements and it
has the largest fractional uncertainty as shown on the right.

The CKM matrix may be parametrised by three real mixing angles and one complex phase.
The complex phase leads to CP violation, where C refers to a charge conjugation transformation,
Ce� ! e+, and P is a parity transformation, Pxi ! �xi. A violation of CP in the laws of nature
is required to explain the matter anti-matter asymmetry observed in the universe today [4]. Three
generations of quarks and leptons is the minimum number of generations for there to be CP

violation in the quark sector, which provides a potential explanation for the three generations of
nature. However, the CP violation observed in the quark sector is around nine orders of magnitude
too small to account for the observed matter-antimatter assymetry in the universe.

To test the unitarity of the CKM matrix and precisely determine the amount of CP violation in
the quark sector it is necessary to constrain the parameters of the CKM sector using measurements
of a number of observables including the magnitudes of CKM matrix elements. The large uncertainty
on |Vub| is one of the limiting factors in global fits for the four parameters of the CKM sector.
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Figure 1.3: The unitarity triangle representations of the conditions (ds) and (ut). The
complex side lengths are expressed in terms of VCKM elements and �.
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Figure 1: Representation in the complex plane of the nonsquashed triangles obtained from the o↵-diagonal
unitarity relations of the CKM matrix (Equation 8). (a) The three sides are rescaled by VcdV ⇤

cb. (b) The
three sides are scaled by VusV ⇤

cb.
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The CKM matrix is complex; thus, CP violation is allowed if and only if ⌘̄ di↵ers from zero.
To lowest order, the Jarlskog parameter measuring CP violation in a convention-independent
manner [10],

JCP ⌘
��=

�
Vi↵Vj�V

⇤

i�
V ⇤

j↵

��� = �6A2⌘̄, (i 6= j,↵ 6= �) , (7)

is directly related to the CP -violating parameter ⌘̄, as expected.

2.2 The Unitarity Triangle

To represent the knowledge of the four CKM parameters, it is useful to exploit the unitarity
condition of the CKM matrix: VCKMV †

CKM = V †

CKMVCKM = I. This condition corresponds to
a set of 12 equations: six for diagonal terms and six for o↵-diagonal terms. In particular, the
equations for the o↵-diagonal terms can be represented as triangles in the complex plane, all
characterised by the same area JCP /2. Only two of these six triangles have sides of the same
order of magnitude, O(�3) (i.e., are not squashed):

VudV
⇤

ub| {z }
O(�3)

+VcdV
⇤

cb| {z }
O(�3)

+VtdV
⇤

tb| {z }
O(�3)

= 0, VudV
⇤

td| {z }
O(�3)

+VusV
⇤

ts| {z }
O(�3)

+VubV
⇤

tb| {z }
O(�3)

= 0. (8)

Figure 1 depicts these two triangles in the complex plane. In particular, the triangle defined by
the former equation and rescaled by a factor VcdV ⇤

cb
is commonly referred to as the unitarity

triangle (UT). The sides of the UT are given by

Ru ⌘

����
VudV ⇤

ub

VcdV ⇤

cb

���� =
p

⇢̄2 + ⌘̄2, Rt ⌘

����
VtdV ⇤

tb

VcdV ⇤

cb

���� =
q

(1� ⇢̄)2 + ⌘̄2. (9)

The parameters ⇢̄ and ⌘̄ are the coordinates in the complex plane of the nontrivial apex of the
UT, the others being (0, 0) and (1, 0). CP violation in the quark sector (⌘̄ 6= 0) is translated
into a nonflat UT. The angles of the UT are related to the CKM matrix elements as

3

Cabibbo angle

are related to the Yukawa coupling matrices as Mq = vY q/
p
2, where v is the vacuum expectation

value (the neutral component) of the Higgs field. At this stage, Mu and Md are general complex

matrices to be diagonalised using the singular value decomposition Mq = V †

qL
mqVqR, where

VL,R is unitary and mq is diagonal, real, and positive. The mass eigenstates are identified as
UL = VuLU 0

L
and UR = VuRU 0

R
, and similarly for D.

Expressing the interactions of quarks with gauge bosons in terms of mass eigenstates does
not modify the structure of the Lagrangian in the case of neutral gauge bosons, but it a↵ects
charged-current interactions between quarks and W±, described by the Lagrangian

LW± = �
g
p
2
U i�

µ
1� �5

2
(VCKM)

ij
DjW

+
µ + h.c., (2)

where g is the electroweak coupling constant and VCKM = V †

uL
VdL is the unitary CKM matrix:

VCKM =

0

@
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1

A . (3)

The CKM matrix induces flavour-changing transitions inside and between generations in the
charged sector at tree level (W± interaction). By contrast, there are no flavour-changing
transitions in the neutral sector at tree level (Z0 and photon interactions). The CKM matrix
stems from the Yukawa interaction between the Higgs boson and the fermions, and it originates
from the misalignment in flavour space of the up and down components of the SU(2)L quark
doublets of the SM (as there is no dynamical mechanism in the SM to enforce VuL = VdL).
The VCKM,ij CKM matrix elements (hereafter, Vij) represent the couplings between up-type
quarks Ui = (u, c, t) and down-type quarks Dj = (d, s, b). There is some arbitrariness in the
conventions used to define this matrix. In particular, the relative phases among the left-handed
quark fields can be redefined, reducing the number of real parameters describing this unitary
matrix from three moduli and six phases to three moduli and one phase [more generally, for N
generations, one has N(N � 1)/2 moduli and (N � 1)(N � 2)/2 phases]. Because CP conjugate
processes correspond to interaction terms in the Lagrangian related by Hermitian conjugation,
the presence of a phase, and thus the complex nature of the CKM matrix, may induce di↵erences
between rates of CP conjugate processes, leading to CP violation. This does not occur for only
two generations, where VCKM is real and parametrised by a single real parameter, the Cabibbo
angle.

According to experimental evidence, transitions within the same generation are characterised
by VCKM elements of O(1). Those between the first and second generations are suppressed by a
factor of O(10�1); those between the second and third generations by a factor of O(10�2); and
those between the first and third generations by a factor of O(10�3). This hierarchy can be
expressed by defining the four phase convention–independent quantities as follows:

�2 =
|Vus|

2

|Vud|
2 + |Vus|

2
, A2�4 =

|Vcb|
2

|Vud|
2 + |Vus|

2
, ⇢̄+ i⌘̄ = �

VudV ⇤

ub

VcdV ⇤

cb

. (4)

An alternative convention exists in the literature for the last two CKM parameters, corresponding
to

⇢+ i⌘ =
V ⇤

ub

VusV ⇤

cb

=

✓
1 +

1

2
�2

◆
(⇢̄+ i⌘̄) +O(�4). (5)

The CKM matrix can be expanded in powers of the small parameter � (which corresponds to
sin ✓C ' 0.22) [9], exploiting the unitarity of VCKM to highlight its hierarchical structure. This
expansion yields the following parametrisation of the CKM matrix up to O

�
�6

�
:

2

Over constrain Unitarity condition
→ Potent test of Standard Model
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i.b Introduction: Unitarity Triangle (2/2)

Constraints:

Tree-level a priori ’free’ from New physics
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Unitarity over-constrains CKM Matrix ) Highly non-trivial test of the SM with
3 quark & lepton generations!
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Dominated by W-
Boson exchange

a-priori free from new 
physics

CPV Kaon Mixing
The future?

with Belle II & LHCb

CKM  can also
be measured using
tree-level decays

γ

Why is it important to measure & ?Vub Vcb

Some reasons |Vcb| matters

• |Vcb| important to assess if there is an "K tension, predict K ! ⇡⌫⌫̄, B ! µ+µ�

SM predictions involve A4, so 5% in |Vcb| yields 20%

• The b ! c⌧ ⌫̄ data should make |Vcb| much better understood — are we there yet?

To understand the ⌧ mode thoroughly, must understand the e, µ modes better

• Recently: |Vcb| uncertainty limits
future improvements in the sen-
sitivity to NP in B and Bs mixing

“Phase II” (LHCb upgrade 2 and Belle II

upgrade) with / without |Vcb| uncertainty,

maybe early 40s [Charles et al., 2006.04824]
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Semileptonic decays with τ
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Observable of choice:

• Experimental systematics cancel 
in ratio


• Theory uncertainties cancel in 
ratio

Benefits: 
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Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

B ⇡ 2.4%
<latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit><latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit><latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit><latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit>

q

q

b

q

q

b



Florian Bernlochner 

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar, PRL109,101802(2012)
Belle, arXiv:1507.03233
LHCb, arXiv:1506.08614
Average

 = 1.02χ∆

SM prediction

HFAG

EPS 2015

) = 55%2χP(

HFAG
Prel. EPS2015

22 / 24

3.9σ disagreement
22 / 31

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

B ⇡ 2.4%
<latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit><latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit><latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit><latexit sha1_base64="Ztx8v5le3BOe/zxOKqtNfoSDnJY=">AAACA3icbVDLSsNAFJ34rPUVdaebwVJwFZJS0GWpG5cV7AOaUCbTSTt0MhNmJmIJBTf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z1hwqjSrvttra1vbG5tl3bKu3v7B4f20XFHiVRi0saCCdkLkSKMctLWVDPSSyRBcchIN5xc5373nkhFBb/T04QEMRpxGlGMtJEG9qkfIz3GiGXNGfRRkkjxAGtOHfrVgV1xHXcOuEq8glRAgdbA/vKHAqcx4RozpFTfcxMdZEhqihmZlf1UkQThCRqRvqEcxUQF2fyHGawaZQgjIU1xDefq74kMxUpN49B05herZS8X//P6qY6ugozyJNWE48WiKGVQC5gHAodUEqzZ1BCEJTW3QjxGEmFtYiubELzll1dJp+Z4ruPd1iuNZhFHCZyBc3ABPHAJGuAGtEAbYPAInsEreLOerBfr3fpYtK5ZxcwJ+APr8wcuHZaK</latexit>

H−

c

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar, PRL109,101802(2012)
Belle, arXiv:1507.03233
LHCb, arXiv:1506.08614
Average

 = 1.02χ∆

SM prediction

HFAG

EPS 2015

) = 55%2χP(

HFAG
Prel. EPS2015

22 / 24

3.9σ disagreement
22 / 31

The
R(D

(⇤))ano
maly

Vqb

H
�

�

⌫̄

b
q

�⌧

⌧

R(X)=
B(B!X⌧⌫̄⌧)

B(B!X`⌫̄`)=̀e,µ

The
R(D

(⇤))ano
maly

Vqb

H
�

�

⌫̄

b
q

�⌧

⌧

R(X)=
B(B!X⌧⌫̄⌧)

B(B!X`⌫̄`)=̀e,µ

R(D)

0.2
0.3

0.4
0.5

0.6

R
(D
*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5BaBar, PRL109,101802(2012)

Belle, arXiv:1507.03233

LHCb, arXiv:1506.08614

Average

 = 1.0 2χ∆

SM prediction

HFAG

EPS 2015

) = 55% 2χ P(

HFAG

Prel. EPS2015

22/24

3.9σ disagreement22/31

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)
0.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar, PRL109,101802(2012)
Belle, arXiv:1507.03233
LHCb, arXiv:1506.08614
Average

 = 1.02χ∆

SM prediction

HFAG

EPS 2015

) = 55%2χP(

HFAG
Prel. EPS2015

22 / 24

3.9σ disagreement
22 / 31

T
h
e
R
(D

(⇤
)
)
a
n
o
m
a
ly

V
q
b H

�

�

⌫̄

b

q

�

⌧

⌧

R
(X

) =
B(B

!
X

⌧
⌫̄
⌧ )

B(B
!

X
` ⌫̄

` )
`=

e,
µ

T
h
e
R
(D

(⇤
)
)
a
n
o
m
a
ly

V
q
b H

�

�

⌫̄

b

q

�

⌧

⌧

R
(X

) =
B(B

!
X

⌧
⌫̄
⌧ )

B(B
!

X
` ⌫̄

` )
`=

e,
µ

R(D
)

0.2

0.3

0.4

0.5

0.6

R(D*)

0.2

0.2
5

0.3

0.3
5

0.4

0.4
5

0.5

BaB
ar,

 PRL10
9,1

01
80

2(2
01

2)

Bell
e, 

arX
iv:

15
07

.03
23

3

LHCb, 
arX

iv:
15

06
.08

61
4

Ave
rag

e

 = 1.
0

2χ∆

SM pr
ed

ict
ion

HFAG
EPS 20

15

) =
 55

%

2χ
P(

HFAG
Prel

. E
PS20

15

22
/ 2

4

3.9
σ d

isa
gre

em
en

t

22
/ 3

1

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar, PRL109,101802(2012)
Belle, arXiv:1507.03233
LHCb, arXiv:1506.08614
Average

 = 1.02χ∆

SM prediction

HFAG

EPS 2015

) = 55%2χP(

HFAG
Prel. EPS2015

22 / 24

3.9σ disagreement
22 / 31

LQ The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
BaBar, PRL109,101802(2012)
Belle, arXiv:1507.03233
LHCb, arXiv:1506.08614
Average

 = 1.02χ∆

SM prediction

HFAG

EPS 2015

) = 55%2χP(

HFAG
Prel. EPS2015

22 / 24

3.9σ disagreement
22 / 31

c

charged Higgs bosons Leptoquarks

q

q

b

q

q

b

Not the focus of this talk; but I added you some introduction material

nonetheless in case you are interested in these! 
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How do we determine &  ?Vub Vcb

At first glance fairly straightforward:  

Step 1: Identify a process, in which you have a   or  vertexb → cW− b → uW−

Vcb Vub

Step 2:  Measure how often such a process occurs

ℬ(b → qW )

and compare this with the expectation from theory w/o CKM factors (or )Vqb = 1

q = c or uBranching fraction



Mathematically: ℬ(b → qW ) ∝ |Vqb |2

Γ(b → qW )Predicted partial rate sans CKM factors (or with )Vqb = 1

Both quantities are connected as 

|Vqb |2 Γ(b → qW )
Γ(b → Everything)

= ℬ(b → qW )

so we can solve this using τb = ℏ/Γ(b → Everything)

|Vqb | =
ℬ(b → qW )

τb Γ(b → qW )
Measured by experiment

Predicted from theory



Great, now we only have to identify suitable processes for this:

1. Complication:   Quarks are not free particles

i.e. initial and final state quarks will be bound in 
hadrons (mesons or baryons)

q

q

b

q̄2. Complication:   We need a process, we can describe well

from a theory point of view

final states involving  introduce additional CKM 
factors (a priori fine), but also have color charged constituents

W− → qq̄′ 

Wq

q

b

q̄

c

q′ 

q̄

D

e.g. π

q̄

Vcb

i.e. final states can strongly interact

W
q

q

b

q̄

c
q′ 

q̄

D

π

q̄

Vcb

+ multiple diagrams



So what are the choices? 

b

d̄

B−

Prof. M.A. Thomson Michaelmas 2009 296

In the ultra-relativistic limit only left-handed 
particles and right-handed antiparticles

participate in charged current weak interactions 

e+ !e
e– !e

e–

!e

e.g. In the relativistic limit, the only possible electron – neutrino interactions are:

RH anti-particle LH particle RH particle LH anti-particle

! The helicity dependence of the weak interaction              parity violation  
e.g.

Valid weak interaction Does not occur

Helicity in Pion Decay

Prof. M.A. Thomson Michaelmas 2009 297

!The decays of charged pions provide a good demonstration of the role of
helicity in the weak interaction 

EXPERIMENTALLY:

•Might expect the decay to electrons to dominate – due to increased phase
space…. The opposite happens, the electron decay is helicity suppressed

!Consider decay in pion rest frame.  
• Pion is spin zero: so the spins of the ! and " are opposite
• Weak interaction only couples to RH chiral anti-particle states. Since

neutrinos are almost massless, must be in RH Helicity state 
• Therefore, to conserve angular mom. muon is emitted in a RH HELICITY state

• But only left-handed CHIRAL particle states participate in weak interaction

ℓ−

ν̄ℓ

1) Hadronic decays

2) Leptonic decays

→ theory very hard, 
experimentally “easy”

→ theory “easy” 
experimentally very hard 

ℬ(B → μν̄μ) ∼ 10−7

ℬ(B → τν̄τ) ∼ 10−4

3) Semileptonic decays → theory doable, 
experimentally doable
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neutrinos are almost massless, must be in RH Helicity state 
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• But only left-handed CHIRAL particle states participate in weak interaction

ℓ−

ν̄ℓ

1) Hadronic decays

2) Leptonic decays

→ theory very hard, 
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→ theory “easy” 
experimentally very hard 

1) Hadronic decays

Experimentally Easy

Theory Easy

Experimentally Hard

Theory Hard

2) Leptonic decays
No one cares what

is in this corner :-)

3) Semi-leptonic  
decays

→ theory doable, 
experimentally doable

ℬ(B → μν̄μ) ∼ 10−7

ℬ(B → τν̄τ) ∼ 10−4

3) Semileptonic decays → theory doable, 
experimentally doable
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Vqb
W −

−

ν̄
b

qu

u

Inclusive |Vub | 

Exclusive |Vub | 

Inclusive |Vcb | 

Exclusive |Vcb | ‘Leptonic’ |Vub | 

pB ¼ pX þ pl þ pν;

p2
B ¼ m2

B; p2
X ¼ m2

X; p2
l ¼ m2

l; p2
ν ¼ 0; ð10Þ

where mX is the mass of the final-state hadronic system.
Semileptonic decays for a fixed mass mX are described by

two kinematic quantities, which can be chosen to be the four-
momentum transfer squared q2 and the energy of the charged
lepton El:

q2 ¼ ðpl þpνÞ2 ¼ ðpB −pXÞ2; m2
l ≤ q2 ≤ ðmB −mXÞ2;

El ¼
pBpl

mB
; ml ≤ El ≤

1

2mB
ðm2

B −m2
X þm2

lÞ: ð11Þ

The two variables are not independent; Fig. 2 shows the
boundaries of the allowed region in the q2-El plane for the
specific case of a B → D%lν̄ decay.
The various semileptonic B decay modes have spectra with

different end points. Figure 3 shows the lepton momentum
spectra for the different B → Xclν and B → Xulν decays,
where Xc and Xu denote hadronic final states containing a
charm quark and an up quark, respectively.

In the context of the heavy-quark expansion (see Sec. II.D)
it is convenient to introduce velocities instead of momenta.
For the case of heavy mesons like B and Dð%Þ mesons we
define

vB ¼ pB

mB
; vDð%Þ ¼

pDð%Þ

mDð%Þ
; w ¼ vBvDð%Þ ; ð12Þ

and the scalar product w of the two velocities is used instead of
the momentum transfer q2 ¼ m2

B þm2
Dð%Þ − 2mBmDð%Þw. The

point w ¼ 1 corresponds to the maximum momentum transfer
to the leptons q2max ¼ ðmB −mDð%Þ Þ2, while q2 ¼ 0 yields the
maximum value of w, thus

1 ≤ w ≤
m2

B þm2
Dð%Þ

2mBmDð%Þ
: ð13Þ

Finally, for heavy-to-light transitions it is useful to define
light-cone components of the momenta. For a decay with the
kinematics given in Eq. (10), it is convenient to define

FIG. 2. Allowed kinematic region in the q2-El plane for B →
D%lν̄ decays. From Korner and Schuler, 1990.

(a)

(b)

FIG. 1. (a) A leptonic B decay (B → lν), and (b) a semileptonic
B decay (B → Xlν).

(a)

(b)

FIG. 3. Lepton momentum distributions for semileptonic B
decays: (a) B → Xclν and (b) B → Xulν. From Aubert et al.,
2006c.

Jochen Dingfelder and Thomas Mannel: Leptonic and semileptonic decays of B mesons

Rev. Mod. Phys., Vol. 88, No. 3, July–September 2016 035008-4

B-Meson decay constant

Form Factors

Operator Product Expansion+ Fermi Motion / Shape Function

hB|Hµ|P i = (p+ p
0)µ f+



Inclusive
Exclusive

|Vub |

|Vcb |

Inclusive

Exclusive

≈ 3σ

≈ 2 − 3σ

How are we doing?

Image credit: Markus Prim
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Present day
dilemma

� �

↵
V

⇤
u
d
V u

b
V

⇤
cd
V c
b

V ⇤
td V

tbV ⇤
cd V

cb

1

|Vub | / |Vcb | inkl.

Why is it important to measure |Vub| and |Vcb|? 

Ok, not such a 
great anchor, if we 

cannot

agree on the 


value of the ratio…

|Vub | / |Vcb | exkl.
?

Inclusive

Exclusive

Exclusive

In
cl

us
iv

e

Ex
cl

us
iv

e

Image credit: Markus Prim



#

J
H
E
P
1
1
(
2
0
1
5
)
0
3
3

exclusive inclusive average measured

BR(K+ → π+νν̄) [10−11] 7.62+0.69
−0.70 9.30+0.89

−0.92 8.39+1.06
−1.03 17.3+11.5

−10.5

BR(KL → π0νν̄) [10−11] 2.88+0.30
−0.35 4.64+0.63

−0.68 3.36+0.60
−0.61 ≤ 2600

BR(Bs → µ+µ−) [10−9] 3.18+0.18
−0.18 3.66+0.21

−0.20 3.40+0.28
−0.27 2.8± 0.7

BR(Bd → µ+µ−) [10−10] 1.00+0.11
−0.12 1.17+0.14

−0.14 1.08+0.13
−0.14 3.6+1.6

−1.4

|εK | [10−3] 1.96+0.25
−0.27 2.74+0.36

−0.38 2.23+0.35
−0.36 2.228± 0.011

SSM
ψKS

0.74+0.02
−0.03 0.80+0.03

−0.04 0.75+0.05
−0.05 0.682± 0.019

∆Ms [ps−1] 16.19+2.37
−2.23 18.64+2.73

−2.56 17.34+2.74
−2.58 17.761± 0.022

∆Md [ps−1] 0.52+0.09
−0.09 0.60+0.11

−0.11 0.55+0.10
−0.10 0.510± 0.003

Im(λt) [10−4] 1.40+0.07
−0.09 1.78+0.12

−0.13 1.51+0.13
−0.14 −

Re(λt) [10−4] −2.99+0.19
−0.19 −3.39+0.24

−0.23 −3.20+0.29
−0.29 −

Rb 0.41+0.02
−0.02 0.45+0.03

−0.03 0.41+0.03
−0.03 −

Table 1. Values of B(K+ → π+νν̄), B(KL → π0νν̄) and of other observables within the SM for
the three choices of |Vub| and |Vcb| following strategy A as discussed in the text.

In particular, we can determine the quantities λt and λc, which enter the expressions

for the branching ratios in (2.1) and (2.10), as functions of these input parameters. These

expressions are:

Reλt $ |Vub||Vcb| cos γ(1− 2λ2) + (|Vub|2 − |Vcb|2)λ
(
1− λ2

2

)
, (3.5)

Imλt $ |Vub||Vcb| sin γ, (3.6)

Reλc $ −λ
(
1− λ2

2

)
, (3.7)

which, with respect to their leading order in λ, are accurate up to O(λ4) corrections. The

(exact) numerical values for Reλt and Imλt obtained from our three different choices of Vub

and Vcb in (3.1)–(3.3) are given in table 1.

These expressions can then be directly inserted into (2.1) and (2.10) in order to deter-

mine the two branching ratios. Using our averages from (3.3) together with (3.4) gives

B(K+ → π+νν̄) = (8.4± 1.0)× 10−11, (3.8)

B(KL → π0νν̄) = (3.4± 0.6)× 10−11. (3.9)

In figure 1 we show the error budgets for these two observables, and see that the CKM

uncertainties dominate. In particular in the case of K+ → π+νν̄ we observe large uncer-

tainties due to |Vcb| and γ, while in the case of KL → π0νν̄ the uncertainty due to |Vub|

– 8 –
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Yet another angle on & :Vub Vcb
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New Physics searches with very 
rare decays: K → πνν
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B(K+ → π+νν̄) B(KL → π0νν̄)
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Figure 1. Error budgets for the branching ratio observables B(K+ → π+νν̄) and B(KL → π0νν̄).
The remaining parameters, which each contribute an error of less than 1%, are grouped into the
“other” category.

dominates but the ones from |Vcb| and γ are also large. The remaining parameters, which

each contribute an error of less than 1%, are grouped into the “other” category.

For convenience we give the following parametric expressions for the branching ratios

in terms of the CKM inputs:

B(K+ → π+νν̄) = (8.39± 0.30)× 10−11 ·
[

|Vcb|
40.7× 10−3

]2.8[ γ

73.2◦

]0.74
, (3.10)

B(KL → π0νν̄) = (3.36± 0.05)× 10−11 ·
[

|Vub|
3.88× 10−3

]2[ |Vcb|
40.7× 10−3

]2[ sin(γ)

sin(73.2◦)

]2
.

(3.11)

The parametric relation for B(KL → π0νν̄) is exact, while for B(K+ → π+νν̄) it gives an

excellent approximation: for the large ranges 37 ≤ |Vcb| × 103 ≤ 45 and 60◦ ≤ γ ≤ 80◦

it is accurate to 1% and 0.5%, respectively. In the case of B(K+ → π+νν̄) we have

absorbed |Vub| into the non-parametric error due to the weak dependence on it. The exact

dependence of both branching ratios on |Vub|, |Vcb| and γ is shown in figure 2.

In order to obtain the values of εK , SψKS , ∆Ms,d and of the branching ratios for

Bs,d → µ+µ− we use the known expressions collected in [16], together with the parameters

listed in table 2. The “bar” on the Bs → µ+µ− branching ratio, B(Bs → µ+µ−), denotes an

average over the two mass-eigenstates, as measured by experiment, rather than an average

over the two flavour-states, which differs in the Bs system [58–60].

In table 1 we show the results for theK+ → π+νν̄ andKL → π0νν̄ branching ratios and

other observables, for three choices of the pair (|Vub|, |Vcb|) corresponding to the exclusive

determination (3.1), the inclusive determination (3.2) and our average (3.3). We use (3.4)

for γ in each case. We observe:

• The uncertainty in B(K+ → π+νν̄) amounts to more than 10% and has to be de-

creased to compete with future NA62 measurements, but finding this branching ratio

in the ballpark of 15× 10−11 would clearly indicate NP at work.
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or in the future 
KLEVER

SM:

Uncertainty Sources
ℬ(K+ → π+νν) = (10.6+4.0

−3.5 ± 0.3) × 10−11

Experimental status:



# 23Let’s first have a look at some of the kinematics

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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b

q
u
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

b

q

q

q
q′ 

pB = pX + pℓ + pν

(EB
pB) = (EX

pX) + (Eℓ
pℓ) + (Eν

pν)
or

p2
B = m2

B , p2
X = m2

X , p2
ℓ = m2

ℓ , p2
ν = 0Xc/u

hadronic states with 
a charm or up quark
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(EB
pB) = (mB

0 )Let’s assume we are in the rest frame of the B:

Which variables describe the final state? 

Let’s for now assume we look at a final 
state that is a resonance

Xc ∈ {D, D*, D**, …}

Xu ∈ {π, ρ, f0, …}



# 25Let’s first have a look at some of the kinematics

Measuring |Vub| and |Vcb|
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If we look at final states with a fixed mass  , we can describe them with two 
kinematic quantities : 
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hadronic states with 
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e.g.
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pB ¼ pX þ pl þ pν;

p2
B ¼ m2

B; p2
X ¼ m2

X; p2
l ¼ m2

l; p2
ν ¼ 0; ð10Þ

where mX is the mass of the final-state hadronic system.
Semileptonic decays for a fixed mass mX are described by

two kinematic quantities, which can be chosen to be the four-
momentum transfer squared q2 and the energy of the charged
lepton El:

q2 ¼ ðpl þpνÞ2 ¼ ðpB −pXÞ2; m2
l ≤ q2 ≤ ðmB −mXÞ2;

El ¼
pBpl

mB
; ml ≤ El ≤

1

2mB
ðm2

B −m2
X þm2

lÞ: ð11Þ

The two variables are not independent; Fig. 2 shows the
boundaries of the allowed region in the q2-El plane for the
specific case of a B → D%lν̄ decay.
The various semileptonic B decay modes have spectra with

different end points. Figure 3 shows the lepton momentum
spectra for the different B → Xclν and B → Xulν decays,
where Xc and Xu denote hadronic final states containing a
charm quark and an up quark, respectively.

In the context of the heavy-quark expansion (see Sec. II.D)
it is convenient to introduce velocities instead of momenta.
For the case of heavy mesons like B and Dð%Þ mesons we
define

vB ¼ pB

mB
; vDð%Þ ¼

pDð%Þ

mDð%Þ
; w ¼ vBvDð%Þ ; ð12Þ

and the scalar product w of the two velocities is used instead of
the momentum transfer q2 ¼ m2

B þm2
Dð%Þ − 2mBmDð%Þw. The

point w ¼ 1 corresponds to the maximum momentum transfer
to the leptons q2max ¼ ðmB −mDð%Þ Þ2, while q2 ¼ 0 yields the
maximum value of w, thus

1 ≤ w ≤
m2

B þm2
Dð%Þ

2mBmDð%Þ
: ð13Þ

Finally, for heavy-to-light transitions it is useful to define
light-cone components of the momenta. For a decay with the
kinematics given in Eq. (10), it is convenient to define

FIG. 2. Allowed kinematic region in the q2-El plane for B →
D%lν̄ decays. From Korner and Schuler, 1990.
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FIG. 1. (a) A leptonic B decay (B → lν), and (b) a semileptonic
B decay (B → Xlν).
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FIG. 3. Lepton momentum distributions for semileptonic B
decays: (a) B → Xclν and (b) B → Xulν. From Aubert et al.,
2006c.
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The various semileptonic modes have spectra with different endpoints, 
e.g. for  and  :B → Xcℓν̄ℓ B → Xuℓν̄ℓ

These already can give you some experimental intuition: e.g. if you want to 
measure  its much easier beyond the endpoint of B → Xuℓν̄ℓ B → Xcℓν̄ℓ



In the context of the heavy-quark expansion, it is convenient to introduce 
velocities instead of momenta. 

vB =
pB

mB
, vD(*) =

pD(*)

mD(*)
,

E.g. for the case of heavy mesons like  and  one definesB D*

w = vB vD(*)

Here  is the scalar product of the two velocities and used instead of w q2

They are related via q2 = m2
B + m2

D(*) − 2mBmD(*) w

Note that :

w = 1 ⟷ q2
max = (mB − mD(*))2

While  for light leptons 
results in the maximal value of 

q2 = m2
ℓ ≈ 0

w

→ 1 ≤ w ≤
m2

B + m2
D(*) − m2

ℓ

2mBmD(*)
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,

E.g. for the case of heavy mesons like  and  one definesB D*

w = vB vD(*)

Here  is the scalar product of the two velocities and used instead of w q2

They are related via q2 = m2
B + m2

D(*) − 2mBmD(*) w

Note that :

w = 1 ⟷ q2
max = (mB − mD(*))2

While  for light leptons 
results in the maximal value of 

q2 = m2
ℓ ≈ 0

w

→ 1 ≤ w ≤
m2

B + m2
D(*) − m2

ℓ

2mBmD(*)

All these quantities are useful, since they encode the non-perturbative decay 

dynamics, i.e. you can combine differential shapes (or moments of differential 

spectra) with predictions from theory to determine or constrain non-perturbative QCD



If the final state meson carries spin, information is also encoded into the decay anglesDi↵erential Decay Rate of B ! D⇤`⌫`
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Angle between D flight direction in D* rest frame


with respect to D* direction in B rest frame

Angle between lepton flight direction in W* 


rest frame with respect to W* direction in B frame
tilting angle between decay planes but with 


respect to a fixed coordinate system

E.g.   B → D*ℓν̄ℓ



6 Grundlagen der Auswertung von 
Teilchenphysikmessungen

Die vorigen Kapitel erklären die Grundlagen der Wechselwirkungen 
von Teilchen und die Detektortypen, aus denen Teilchenphysikexpe-
rimente bestehen. Die physikalischen Ergebnisse purzeln aber nicht 
gleichsam aus dem Experiment von selbst heraus: Die Detektoren 
erzeugen elektronische Signale, die aufgezeichnet, gefiltert, zusam-
mengefasst und interpretiert werden müssen. Diese Schritte werden 
insgesamt als Datennahme und Auswertung bezeichnet. In diesem 
Kapitel wird der Weg von der Aufnahme einzelner Wechselwirkungen 
bis zur Interpretation der Ergebnisse im Licht bekannter oder neuer 
physikalischer Theorien beleuchtet. Er führt über die Auswahl der zu 
speichernden Ereignisse und die Bestimmung elementarer Messgrö-
ßen der einzelnen aufgezeichneten Teilchen bis zur Auswahl der inte-
ressanten Ereignisse und Teilchen für eine bestimmte Messung.

Florian Bernlochner 

2) Touch and go Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p
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X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
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Overview Measuring |Vub| and |Vcb|
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FIG. 1. Strong decays of the D0 and D0⇤ into the 1S and 1P states involving, one or two pion emissions (left), and all decays
including the near o↵-shell transitions with a ⇢ and ⌘ (right). The style and opacity of the lines connecting the states indicate
the orbital angular momentum of the partial wave. The grey bands correspond to the measured widths of the 2S and 1P states.

nonresonant contribution [8] no longer needs to be large.
This would be a problem, because in the soft pion limit
a first principles calculation is possible [9], giving a too
small rate at this region of phase space. A large nonres-
onant rate at high D(⇤)⇡ invariant mass would disagree
with the inclusive lepton spectrum measurements and the
measured semi-exclusive B ! D(⇤)⇡`⌫̄ rate.

2) The D0(⇤) states decay to one of the D(⇤) states
either with one pion emission in a p-wave, or with two
pion emission in an s-wave. However, they can decay
with one pion emission in an s-wave to members of the
s⇡l
l = 1

2

+
states, and could thus enhance the observed

decay rate to the s⇡l
l = 1

2

+
states, and thus give rise to

the “1/2 vs. 3/2 puzzle”. The allowed strong decays are
illustrated in Figure 1 (including those only allowed by
the substantial widths of these particles). It is plausible
that the decay modes of the D0(⇤) to the 1S and 1P charm
meson states may be comparable.

3) With the relatively low mass of the D0(⇤) states, the
inclusive lepton spectrum can stay quite hard, in agree-
ment with the observations.

4) The B(B ! D(⇤)⇡`⌫̄) measurement quoted is not in
conflict with our hypothesis, since the decay of the D0(⇤)

would yield two or more pions most of the time.

III. THE B ! D0(⇤)`⌫̄ DECAY RATE

Since the quantum numbers of the D0(⇤) are the same
as those of the D(⇤), the theoretical expressions for the
decay rates in terms of the form factors, and the defi-
nitions of the form factors themselves, are identical to
the well known formulae for B ! D(⇤)`⌫̄ [10]. As for

B ! D(⇤)`⌫̄, in the mc,b � ⇤QCD limit, the six form
factors are determined by a single universal Isgur-Wise
function [11], which we denote by ⇠2(w). Here w = v · v0

is the recoil parameter, v is the velocity of the B meson,
and v0 is that of the D0(⇤). We define

d�D0⇤

dw
=

G2
F |Vcb|

2 m5
B

48⇡3
r3(1 � r)2

p
w2 � 1 (w + 1)2

⇥


1 +

4w

w + 1

1 � 2rw + r2

(1 � r)2

�⇥
F (w)

⇤2
, (2)

d�D0

dw
=

G2
F |Vcb|

2 m5
B

48⇡3
r3(1 + r)2 (w2

� 1)3/2
⇥
G(w)

⇤2
,

where, in each equation, r = mD0(⇤)/mB , and in the
mc,b � ⇤QCD limit F (w) = G(w) = ⇠2(w).

Heavy quark symmetry implies ⇠2(1) = 0, so the rate
near zero recoil comes entirely from ⇤QCD/mc,b correc-
tions. Away from w = 1, ⇠2(w) is no longer power
suppressed; however, since the kinematic range is only
1 < w < 1.3, the role of ⇤QCD/mc,b corrections, which
are no longer universal, can be very large [12]. Before
turning to model calculations, note that there is a qual-
itative argument that near w = 1 the slope of ⇠2(w),
and probably those of F (w) and G(w) as well, should be
positive. In B ! D0(⇤) transition, in the quark model,
the main e↵ect of the wave function of the brown muck
changing from the 1S to the 2S state is to increase the
expectation value of the distance from the heavy quark
of a spherically symmetric wave function. Thus the over-
lap of the initial and final state wave functions should
increase as w increases above 1.

It is not easy to calculate these B ! D0(⇤)`⌫̄ form fac-
tors. Below, we use estimates from a quark model pre-
diction [13], hoped to be trustable near w = 1, and from

Mesons containing a heavy quark Q

are made up of a heavy quark and a light

antiquark  (and gluons and  pairs)q̄ qq̄

2 L = 0 ground states:  


4 L = 1 ground states:   


(or sometimes  or just )


D/D*

D0, D′ 1, D1, D2

D*0 , D*1 , D1, D*2 D**

 saturate ~75% of the inclusive  rate and are the principal route to D/D* B → Xcℓν̄ℓ Vcb

 saturate ~15% of the inclusive  rate, mostly are perceived as backgroundD* * B → Xcℓν̄ℓ
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A leading systematic in all the discussed analyses:

Fairly well known. 
Some iso-spin tension. 

Broad states based on 
3 measurements. 

(BaBar, Belle, DELPHI)

Image credit: F. Metzner

Some hints from  
the BaBar result. + Belle

Check my slides

?
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Other B Signal B

Untagged

+  Very high efficiency

+  Measurement of absolute branching 

fractions straightforward                               
(depends on total # of , understanding efficiencies)


- Less experimental control, e.g. more background 
from 


- Cannot directly access signal B rest frame, 
need tricks

NBB̄

e+e+ → qq̄

+  High degree of experimental control,                 
e.g. can identify all final state particles with either the 
signal or the tag side


+  If hadronic modes for tagging are used, can 
reconstruct B rest frame


- Understanding efficiencies is difficult

- Low efficiency reduces the effective 

statistical power

Let’s strategize

psig = pe+e− − ptag
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psig = pe+e− − ptag

Candidates reconstructed with hierarchical 
approach via e.g. neural networks (FR) or 
boosted decision trees (FEI) 

Over 10’000 decay cascades with an 
efficiency of 0.28% / 0.18% for  and B±

B0/B̄0

E.g. train a classifier to identify correctly reconstructed electron 
candidates:


Input variables: all four momenta & particle identification scores 


Output: Score 


Apply mild selection on  to reduce # of candidate particles


Then train a classifier to identify correctly reconstructed  
candidates


Input variables: all four momenta and output scores of previous 
layer


Output variable:  […]

𝒪e

𝒪e

J/ψ

𝒪J/ψ

https://arxiv.org/abs/1807.08680

https://arxiv.org/abs/1807.08680


𝒫tag
Output classifier = Measure of how 

well we reconstructed the B-Meson decay=

1. PLOTS FOR APPROVAL

FIG. 1: Comparison of the distribution of logP in early phase III data to the shape expectation from
simulation. Here logP is the logarithm of the tag-side B+ meson classifier output, P. Simulated
Monte Carlo data here is scaled to the normalisation of the data making this purely a shape
comparison. Two cuts choices are illustrated, which correspond to cuts of P > 0.1 and P > 0.3.
Selections on P can be used to remove background from incorrectly reconstructed tag-side B
mesons. Additional selections include an asymmetric selection on the beam energy di↵erence to
lie in the region �0.15 < �E < 0.1 GeV and a loose selection on an event level normalised Fox
Wolfram moment, R2 < 0.3, to suppress continuum. In addition, a best candidate candidate
selection is made selecting the reconstructed B meson tag-side candidate in each event with the
highest P.

2



FIG. 2: Fits to the beam constrained mass, mbc, distribution of reconstructed B+ (top) and B0

(bottom) tag-side B mesons in data. Here correctly reconstructed signal is modelled with a Crystal
Ball and mis-reconstructed B mesons and continuum are modelled with an Argus shape. While
the mean and sigma paramters of the Crystal Ball are free to float, the tail parameters are fixed
based on fits to correctly reconstructed tag-side candidates in simulation. Two choices of selection
are employed on the B meson classifier output, P, a looser selection of P > 0.1 (left) and a tighter
selection of P > 0.3 (right). The corresponding yields of correctly reconstructed B+ or B0 mesons
are displayed on each plot. Additional selections include an asymmetric selection on the beam
energy di↵erence to lie in the region �0.15 < �E < 0.1 GeV and a loose selection on an event level
normalised Fox Wolfram moment, R2 < 0.3, to suppress continuum. In addition, a best candidate
candidate selection is made selecting the reconstructed B meson tag-side candidate in each event
with the highest P.

3
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FIG. 1: Comparison of the distribution of logP in early phase III data to the shape expectation from
simulation. Here logP is the logarithm of the tag-side B+ meson classifier output, P. Simulated
Monte Carlo data here is scaled to the normalisation of the data making this purely a shape
comparison. Two cuts choices are illustrated, which correspond to cuts of P > 0.1 and P > 0.3.
Selections on P can be used to remove background from incorrectly reconstructed tag-side B
mesons. Additional selections include an asymmetric selection on the beam energy di↵erence to
lie in the region �0.15 < �E < 0.1 GeV and a loose selection on an event level normalised Fox
Wolfram moment, R2 < 0.3, to suppress continuum. In addition, a best candidate candidate
selection is made selecting the reconstructed B meson tag-side candidate in each event with the
highest P.
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Loose Selection Tight Selection

Loose Tight

mbc = E2
beam/4 − | ⃗p Btag

|2 ≃ mB

B±
tags B±

tags

B0
tags B0

tags

beam constrained mass
ca. 5.279 GeV



NData
Xℓν̄ℓ

NMC
Xℓν̄ℓ

Efficiency can be calibrated, 
but this has caveats 

Strategy: use a well measured 
process, add it to your MC with its 
measured BF and compare

X
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Why is the efficiency different? Use 
10’000 different decays, use 
uncalibrated detector information, 
line-shapes differ in simulation

  all aggregated in → 𝒫tag



FIG. 4. Fits to p⇤` in data for charged (top) and neutral (bottom) tag-side B mesons combined

either with electron (left) or muon (right) signal-side B ! X`⌫ decays.

across all channels. Fig. 5 shows the B+`� fit channels in the region where p⇤` > 2 GeV/c.
In this region, the contribution from B ! Xu`⌫ decays becomes evident due to the lower
kinematic endpoint of B ! Xc`⌫ decays. This allows one to better constrain the albeit
small contribution from B ! Xu`⌫ decays.

6. SOURCES OF SYSTEMATIC UNCERTAINTY

The calibration procedure is a↵ected by a number of sources of systematic uncertainty.
These can influence the determination of the MC expected yield (normalisation uncertain-
ties) or the shapes of pdfs in the fitting procedure (shape uncertainties).

We first discuss the estimation of systematic uncertainties for the MC expected yield,

13

Belle II Collaboration, BELLE2-CONF-PH-2020-005, [arXiv:2008.06096]

Efficiency can be calibrated, 
but this has caveats 

Strategy: use a well measured 
process, add it to your MC with its 
measured BF and compare

X
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10’000 different decays, use 
uncalibrated detector information, 
line-shapes differ in simulation
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NData
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NMC
Xℓν̄ℓ

e.g.



Belle II Collaboration, BELLE2-CONF-PH-2020-005, [arXiv:2008.06096]

(a) (b)

FIG. 6. (a) Calibration factors for each of the di↵erent channels and di↵erent signal probability,

Ptag, selection choices. Good agreement is seen between the muon and electron channels for the

signal-side B ! X`⌫ decay. (b) ✏MC
tag ⇥ ✏cal against purity for Ptag > 0.001, 0.01 and 0.1 for B0

and

B+
mesons.

B+

Ptag > ✏ uncertainty [%]

0.001 0.65± 0.02 3.0

0.01 0.61± 0.02 3.1

0.1 0.64± 0.02 3.3

B0

Ptag > ✏ uncertainty [%]

0.001 0.83± 0.03 3.4

0.01 0.78± 0.03 3.5

0.1 0.72± 0.03 3.9

TABLE II. Final calibration factors averaged over lepton type. A weighted average taking into

account the uncertainties and correlated systematics is used.

The final calibration factors, ✏cal, in Table II can be applied in order to correct the tag-
side e�ciency in simulation, ✏MC

tag . In Fig. 6 the corrected tag-side e�ciency from simulation,
✏MC
tag ⇥ ✏cal, is shown against purity, for the Ptag thresholds of 0.001, 0.01 and 0.1. Here,
the tag-side e�ciency, ✏MC

tag , refers to ratio of the number of events containing a correctly
reconstructed tag-side B meson in the region Mbc > 5.27 GeV/c2 to the total number of
simulated ⌥ (4S) ! BB̄ events. Meanwhile the purity is the ratio of the number of events
containing a correctly reconstructed tag-side B meson in this region to the number of events
containing a reconstructed tag-side B meson.

16

ϵcal =
NData

Xℓν̄ℓ

NMC
Xℓν̄ℓ

B+

Ptag > ✏ uncertainty [%]

0.001 0.65± 0.02 3.0

0.01 0.61± 0.02 3.1

0.1 0.64± 0.02 3.3

B0

Ptag > ✏ uncertainty [%]

0.001 0.83± 0.03 3.4

0.01 0.78± 0.03 3.5

0.1 0.72± 0.03 3.9

Efficiency

Calibration 

Also look at BELLE2-NOTE-PH 2023-004)

and BELLE2-NOTE-PH-2023-008



Unbiased calibration very challenging :


Calibration shows signal side dependence 

Calibration also dependent on composition of tag-side candidates       

and fraction of good versus bad tags

FIG. 2: Combination results for PBtag > 0.001

6

Dπ B → Xℓν̄ℓ

One needs to carefully check these issues; best to carry out self calibration 

whenever possible

See e.g. PhD thesis of Kilian Lieret: https://edoc.ub.uni-muenchen.de/30193/1/Lieret_Kilian.pdf
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(b) Non-resonant gap

Figure 9.9: Comparing calibration factors determined with the primary and fallback fit strategy. The vertical black line separates B0 from B+ decay
modes; vertical gray lines separate di�erent reconstruction modes; vertical dashed lines separate sub decay channels; the last sub decay channel usually
is a collection of all sub decay channels not considered separately. The categories highlighted in blue are where the fallback fit is applied. Highlighted in
salmon are categories where neither fit succeeds (no calibration factor is shown there). The data points obtained with the fallback fit result corrected by
rfb

sig (red) hide the data points for the uncorrected results (yellow).
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Tagged measurements of B → D(*)ℓν̄ℓDi↵erential Decay Rate of B ! D⇤`⌫`
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3

the shower shape in the ECL, the quality of the geo-101

metrical matching of the track to the shower position in102

the ECL, and the photon yield in the ACC [21]. Muon103

candidates are identified from charged track trajecto-104

ries extrapolated to the outer detector. The identifying105

features are the di↵erence between expected and mea-106

sured penetration depth as well as the transverse devia-107

tion of KLM hits from the extrapolated trajectory [22].108

Charged tracks are identified as pions or kaons using a109

likelihood classifier which combines information from the110

CDC, ACC, and TOF subdetectors. In order to avoid the111

di�culties understanding the e�ciencies of reconstruct-112

ing K0
L mesons, they are not explicitly reconstructed in113

what follows.114

Photons are identified as energy depositions in the ECL115

without an associated track.116

We carry out the entire analysis in the Belle II analysis117

software framework [23]: to this end the recorded Belle118

collision data and simulated Monte Carlo (MC) samples119

were converted using the software described in Ref. [24].120

MC samples of B meson decays and continuum processes121

are simulated using the EvtGen generator [25]. The used122

sample sizes correspond to approximately ten and six123

times the Belle collision data for B meson and contin-124

uum decays, respectively. The interactions of particles125

traversing the detector are simulated using Geant3 [26].126

Electromagnetic final-state radiation (FSR) is simulated127

using the PHOTOS [27] package. The e�ciencies in the128

MC are corrected using data-driven methods. We up-129

date the branching ratios for the B ! D(⇤,⇤⇤)`⌫ de-130

cays and the consecutive D(⇤) decays to the latest val-131

ues in [28]. The branching ratio gap between the inclu-132

sive B ! Xc`⌫ decays and the sum-of-exclusive decays133

is filled with B ! D(⇤)⌘`⌫ and B ! D(⇤)⇡⇡`⌫ decays.134

The di↵erential distributions of the B ! D`⌫ decays are135

updated by reweighting the simulated data to the BGL136

form factor parametrization obtained from fits provided137

in [29], and for the B ! D⇤`⌫ decays to the form fac-138

tor parameters given in [30]. The decay model for the139

B ! D⇤⇤`⌫ decays is updated to [31].140

IV. EVENT RECONSTRUCTION AND141

SELECTION142

We produce an enriched sample of B ! D⇤ ` ⌫` events143

with which we determine the distributions of the kine-144

matic variables w, cos ✓`, cos ✓V , �. In the following,145

if we write B ! D⇤ ` ⌫` we mean all considered decay146

channels, when we are referring to any specific decay, the147

charge of the B or D(⇤) meson will be explicitly stated.148

In this analysis we consider both charged and neutral149

B mesons with the decay chains B0 ! D⇤+`�⌫` with150

D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0, and B� ! D⇤0`�⌫`151

with D⇤0 ! D0⇡0 respectively. The decay D⇤0 ! D0�152

has a di↵erent Lorentz structure resulting in di↵erent an-153

gular distributions, requiring a dedicated analysis, and is154

therefore omitted. The considered decay chains of the155

D mesons are: D+ ! K�⇡+⇡+, D+ ! K�⇡+⇡+⇡0,156

D+ ! K�⇡+⇡+⇡+⇡�, D+ ! K0
S⇡

+, D+ ! K0
S⇡

+⇡0,157

D+ ! K0
S⇡

+⇡+⇡�, D+ ! K0
SK

+, D+ ! K+K�⇡+,158

D0 ! K�⇡+, D0 ! K�⇡+⇡0, D0 ! K�⇡+⇡+⇡�,159

D0 ! K�⇡+⇡+⇡�⇡0, D0 ! K0
S⇡

0, D0 ! K0
S⇡

+⇡�,160

D0 ! K0
S⇡

+⇡�⇡0, and D0 ! K�K+.161

Primary charged tracks are required to have impact pa-162

rameters dr < 2 cm and |dz| < 4 cm, consistent with the163

interaction point (IP) and a minimum transverse momen-164

tum of pT > 0.1GeV. Muons, electrons, charged pions,165

kaons and protons are identified using information from166

the particle identification subsystems. Electron (Muon)167

tracks are further required to have a momentum in the168

lab frame of pLab > 0.3GeV (pLab > 0.6GeV). The mo-169

menta of particles identified as electrons are corrected for170

bremsstrahlung by adding photons within a 2° cone along171

the lepton trajectory.172

Photons are selected with an energy of E� > 100MeV,173

150MeV, and 50MeV in the forward endcap, backward174

endcap and barrel part of the calorimeter, respectively.175

The ⇡0 candidates are recombined from photon pairs hav-176

ing 0.104GeV < M�� < 0.165GeV.177

K0
S mesons are recombined from two oppositely178

charged tracks and selected with a multivariate method.179

D meson candidates are recombined in the sixteen180

listed decay channels, with mass window selection cri-181

teria depending on the final state particles involved. ⇡0
182

daughter particles from theseD meson candidates require183

a center-of-mass momentum pCMS
⇡
0 > 0.2GeV, except for184

final states with four pions. To reduce the combinatorics,185

we rank the recombined D mesons by the absolute dif-186

ference of the reconstructed mass to the nominal mass187

|�M |, and select up to ten candidates with the lowest188

|�M | values.189

D⇤ mesons are recombined in three di↵erent decay190

channels. We require charged slow pions to have a center-191

of-mass momentum smaller than 0.4GeV, and the mass192

di↵erence �M(D,D⇤) = MD
⇤ �MD to be smaller than193

0.155GeV (0.160GeV) for charged (neutral) D⇤ mesons.194

Signal-B meson candidates Bsig are recombined with195

the selected D⇤ candidates and lepton candidates. We196

impose a loose selections on the Bsig candidates at this197

stage, and only require the reconstructed invariant mass198

to be in the interval [1.0, 6.0] GeV to discard combinato-199

rial background. We perform a global decay chain vertex200

fix using the TreeFitter [32] implementation, to retrieve201

a quality indicator for our candidate particles in form of202

the p-value of the vertex fit, which is used at a later stage.203

Events that can not be fitted successfully are rejected,204

Tag-B mesons candidates are recombined using the205

Full Event Interpretation (FEI) [12]. We select candi-206

dates provided by the FEI with a beam-constrained mass207

M tag
bc =

q
s/2� |p2tag| > 5.27GeV and energy di↵erence208

within the interval �0.15GeV < �Etag = Etag�
p
s/2 <209

0.10GeV.210

Using the clean environment provided by the e+e� col-211

lisions, we impose a completeness constraint on the event212

Target  and  and reconstruct  in many 
modes :


Reconstruct  


In principle also can do   but has different Lorentz 
structure & angular distributions


Tagged measurement can directly reconstruct            
B rest frame & access 


B0 B+ D

D*+ → D0π+, D*+ → D+π0, D*0 → D0π0

D*0 → D0γ

{w, cos θℓ, cos θV, χ}
w = vB ⋅ vD(*) =

m2
B + m2

D(*) − q2

2mBmD(*)
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Tagged measurements of B → D(*)ℓν̄ℓDi↵erential Decay Rate of B ! D⇤`⌫`

d�B ! D
⇤(! . . . )`⌫`

dwd cos ✓`d cos ✓Vd�
=

6mBm
2
D⇤

8(4⇡)4

p
w2 � 1(1 � 2wr + r

2)G2
F|Vcb|

2 ⇥ B(D⇤ ! . . . )

⇥
✓
(1 � cos ✓`)

2 sin2 ✓VH
2
+ + (1 + cos ✓`)

2 sin2 ✓VH
2
�

+ 4 sin2 ✓` cos2 ✓VH
2
0 � 2 sin2 ✓` sin2 ✓V cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos�H�H0

◆

r = mD⇤/mB

w = (m2
B + m

2
D⇤ � q

2)/(2mBmD⇤ )

|Vcb| =
q

B(B!D⇤`⌫`)
⌧B�(B!D⇤`⌫`) 17

Event Selection & Reconstructio of Kinematic Quantities (Preliminary)

• We reconstruct the signal side in 4 distinct decay modes:

• B0 ! D⇤+`�⌫` with D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0

• B� ! D⇤0`�⌫` with D⇤0 ! D0⇡0

• Each for e and µ separately

• B+ mode adds ⇡ 2⇥ the statistics of the B0 mode.

• Neutral slow pions have a large fake rate, but probe the phase space w ! 1.
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3

the shower shape in the ECL, the quality of the geo-101

metrical matching of the track to the shower position in102

the ECL, and the photon yield in the ACC [21]. Muon103

candidates are identified from charged track trajecto-104

ries extrapolated to the outer detector. The identifying105

features are the di↵erence between expected and mea-106

sured penetration depth as well as the transverse devia-107

tion of KLM hits from the extrapolated trajectory [22].108

Charged tracks are identified as pions or kaons using a109

likelihood classifier which combines information from the110

CDC, ACC, and TOF subdetectors. In order to avoid the111

di�culties understanding the e�ciencies of reconstruct-112

ing K0
L mesons, they are not explicitly reconstructed in113

what follows.114

Photons are identified as energy depositions in the ECL115

without an associated track.116

We carry out the entire analysis in the Belle II analysis117

software framework [23]: to this end the recorded Belle118

collision data and simulated Monte Carlo (MC) samples119

were converted using the software described in Ref. [24].120

MC samples of B meson decays and continuum processes121

are simulated using the EvtGen generator [25]. The used122

sample sizes correspond to approximately ten and six123

times the Belle collision data for B meson and contin-124

uum decays, respectively. The interactions of particles125

traversing the detector are simulated using Geant3 [26].126

Electromagnetic final-state radiation (FSR) is simulated127

using the PHOTOS [27] package. The e�ciencies in the128

MC are corrected using data-driven methods. We up-129

date the branching ratios for the B ! D(⇤,⇤⇤)`⌫ de-130

cays and the consecutive D(⇤) decays to the latest val-131

ues in [28]. The branching ratio gap between the inclu-132

sive B ! Xc`⌫ decays and the sum-of-exclusive decays133

is filled with B ! D(⇤)⌘`⌫ and B ! D(⇤)⇡⇡`⌫ decays.134

The di↵erential distributions of the B ! D`⌫ decays are135

updated by reweighting the simulated data to the BGL136

form factor parametrization obtained from fits provided137

in [29], and for the B ! D⇤`⌫ decays to the form fac-138

tor parameters given in [30]. The decay model for the139

B ! D⇤⇤`⌫ decays is updated to [31].140

IV. EVENT RECONSTRUCTION AND141

SELECTION142

We produce an enriched sample of B ! D⇤ ` ⌫` events143

with which we determine the distributions of the kine-144

matic variables w, cos ✓`, cos ✓V , �. In the following,145

if we write B ! D⇤ ` ⌫` we mean all considered decay146

channels, when we are referring to any specific decay, the147

charge of the B or D(⇤) meson will be explicitly stated.148

In this analysis we consider both charged and neutral149

B mesons with the decay chains B0 ! D⇤+`�⌫` with150

D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0, and B� ! D⇤0`�⌫`151

with D⇤0 ! D0⇡0 respectively. The decay D⇤0 ! D0�152

has a di↵erent Lorentz structure resulting in di↵erent an-153

gular distributions, requiring a dedicated analysis, and is154

therefore omitted. The considered decay chains of the155

D mesons are: D+ ! K�⇡+⇡+, D+ ! K�⇡+⇡+⇡0,156

D+ ! K�⇡+⇡+⇡+⇡�, D+ ! K0
S⇡

+, D+ ! K0
S⇡

+⇡0,157

D+ ! K0
S⇡

+⇡+⇡�, D+ ! K0
SK

+, D+ ! K+K�⇡+,158

D0 ! K�⇡+, D0 ! K�⇡+⇡0, D0 ! K�⇡+⇡+⇡�,159

D0 ! K�⇡+⇡+⇡�⇡0, D0 ! K0
S⇡

0, D0 ! K0
S⇡

+⇡�,160

D0 ! K0
S⇡

+⇡�⇡0, and D0 ! K�K+.161

Primary charged tracks are required to have impact pa-162

rameters dr < 2 cm and |dz| < 4 cm, consistent with the163

interaction point (IP) and a minimum transverse momen-164

tum of pT > 0.1GeV. Muons, electrons, charged pions,165

kaons and protons are identified using information from166

the particle identification subsystems. Electron (Muon)167

tracks are further required to have a momentum in the168

lab frame of pLab > 0.3GeV (pLab > 0.6GeV). The mo-169

menta of particles identified as electrons are corrected for170

bremsstrahlung by adding photons within a 2° cone along171

the lepton trajectory.172

Photons are selected with an energy of E� > 100MeV,173

150MeV, and 50MeV in the forward endcap, backward174

endcap and barrel part of the calorimeter, respectively.175

The ⇡0 candidates are recombined from photon pairs hav-176

ing 0.104GeV < M�� < 0.165GeV.177

K0
S mesons are recombined from two oppositely178

charged tracks and selected with a multivariate method.179

D meson candidates are recombined in the sixteen180

listed decay channels, with mass window selection cri-181

teria depending on the final state particles involved. ⇡0
182

daughter particles from theseD meson candidates require183

a center-of-mass momentum pCMS
⇡
0 > 0.2GeV, except for184

final states with four pions. To reduce the combinatorics,185

we rank the recombined D mesons by the absolute dif-186

ference of the reconstructed mass to the nominal mass187

|�M |, and select up to ten candidates with the lowest188

|�M | values.189

D⇤ mesons are recombined in three di↵erent decay190

channels. We require charged slow pions to have a center-191

of-mass momentum smaller than 0.4GeV, and the mass192

di↵erence �M(D,D⇤) = MD
⇤ �MD to be smaller than193

0.155GeV (0.160GeV) for charged (neutral) D⇤ mesons.194

Signal-B meson candidates Bsig are recombined with195

the selected D⇤ candidates and lepton candidates. We196

impose a loose selections on the Bsig candidates at this197

stage, and only require the reconstructed invariant mass198

to be in the interval [1.0, 6.0] GeV to discard combinato-199

rial background. We perform a global decay chain vertex200

fix using the TreeFitter [32] implementation, to retrieve201

a quality indicator for our candidate particles in form of202

the p-value of the vertex fit, which is used at a later stage.203

Events that can not be fitted successfully are rejected,204

Tag-B mesons candidates are recombined using the205

Full Event Interpretation (FEI) [12]. We select candi-206

dates provided by the FEI with a beam-constrained mass207

M tag
bc =

q
s/2� |p2tag| > 5.27GeV and energy di↵erence208

within the interval �0.15GeV < �Etag = Etag�
p
s/2 <209

0.10GeV.210

Using the clean environment provided by the e+e� col-211

lisions, we impose a completeness constraint on the event212

Target  and  and reconstruct  in many 
modes :


Reconstruct  


In principle also can do   but has different Lorentz 
structure & angular distributions


Tagged measurement can directly reconstruct            
B rest frame & access 


B0 B+ D

D*+ → D0π+, D*+ → D+π0, D*0 → D0π0

D*0 → D0γ

{w, cos θℓ, cos θV, χ}

Bkg Bkg Bkg

Signal, but wrong πs

Signal but wrong πs

SignalSignal
Signal

Signal, but wrong πs

B+B0B0
D*+ → D0π+ D*+ → D+π0 D*0 → D0π0

w = vB ⋅ vD(*) =
m2

B + m2
D(*) − q2

2mBmD(*)
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Background subtraction:
Need to subtract residual background contributions: 


- From other SL decays (  or )

- From other B decays (with fake or real leptons)

- From Continuum ( )

B → D**ℓν̄ℓ B → Dℓν̄ℓ

e+e− → qq̄
pBsig

= pe+e− − pBtag

Key idea :
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Background subtraction:

Background Subtraction (Preliminary)

- Background subtraction using model-independent variable:

M2
miss = p2miss = pe+e� � ptag � pD⇤ � p` in 10 bins of w , cos ✓`, cos ✓V, �

- Good understanding of M2
miss.
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Need to subtract residual background contributions: 


- From other SL decays (  or )

- From other B decays (with fake or real leptons)

- From Continuum ( )

B → D**ℓν̄ℓ B → Dℓν̄ℓ

e+e− → qq̄

Signal

Signal, but wrong πs

Dℓν̄ℓ

D**ℓν̄ℓ

BB̄ bkg .

e+e− → qq̄

0 = m2
ν ≃ M2

miss = (Emiss, pmiss)2 = (pB − pD* − pℓ)2 or U = Emiss − |pmiss |Use:

pBsig
= pe+e− − pBtag

Key idea :



(a) M
2
miss resolution fit on MC in M

tag
bc bin 1, pre-fit

(b) M
2
miss resolution fit on MC in M

tag
bc bin 1, post-fit

Figure 1.10: MC fit of M
2
miss resolution in the first M

tag
bc bin and with the selection of [1].

The upper plot shows the pre-fit distribution a and the lower the post-fit distribution b
with the fitted parameter values. The blue dots are the MC data points, while the solid
lines represent the Gaussian signal shape (green), the Cruijff background shape (red) and
the combination of the two (orange).

smeared M
2
miss value, such that the smearing is turned on for values of M

2
miss < 0.5GeV2. 799

The scale or smearing factor � is modulated with a Gaussian (mean of �0.05GeV2 and 800

variance of 1.0GeV2) and a reverse logistic sigmoid function, both depending on M
2
miss, 801

such that the smearing is most prominent just to the left of the peak and is faded out for 802

larger and smaller M
2
miss values. For more details we refer to [1]. 803
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MC modelling of  challenging


Need to apply additional corrections to 

match actual resolution

M2
miss

Figure 1.9: Visualization of the binning in the beam-constraint mass M
tag
bc used to deter-

mine different resolution correction factors for the fit observable M
2
miss. The bin locations

and widths are chosen to contain different qualities of tag side B meson candidates, with
a narrow bin at the nominal B meson mass and bins of increasing width towards higher
and lower M

tag
bc values. The samples used for this plot are produced with the selection

of [1]. The lower bound at 5.27GeV of the considered scope of M
tag
bc is defined by the

selection criteria of the analysis.

To improve the stability of the fit, the Gaussian describing the peaking component 776

of the B ! D(⇤)
`⌫ processes is first fitted by itself in a truth matched MC distribution, 777

which only contains correctly reconstructed B ! D(⇤)
`⌫ events. The result of this first fit 778

is used to set the starting parameters for the Gaussian in the fit to the full distribution in 779

MC. Examples for this stage of the procedure are shown in Figure 1.10 for the first bin 780

in M
tag
bc . The fit on recorded data is performed using the estimates of the fit in MC as 781

starting parameters for the Gaussian peak and the Cruijff background component. The 782

results of this fit to recorded data are displayed in Figure 1.11 for the first bin in M
tag
bc . 783

The pre- and post-fit distributions for MC and recorded data for all bins in the tag side 784

beam-constraint mass M
tag
bc are available in the appendix of [1]. 785

The thus obtained M
2
miss shift values and resolution smearing factors � are used to 786

correct the MC M
2
miss distributions. However, a correction of the MC M

2
miss resolution 787

using a Gaussian smearing factor for the entire range of the missing mass squared does 788

not yield the desired results. A more sophisticated approach is required to resolve this 789

inconsistency of the MC description of the M
2
miss peak. It is found that the effect observed 790

in the M
2
miss resolution is asymmetric. 791

This expresses itself in a consistent overestimation of the peak and underestimation of 792

the tail in the negative M
2
miss region in MC. To model this asymmetry, an implementation 793

of the asymmetric Laplace distribution provided by the SciPy package [35] is used: 794

fAL(x;m, �, ) =
�

 + 1/

8
><

>:

exp ((�/)(x � m)) if x < m,

exp(��(x � m)) if x � m,

(1.23)

where m denotes the mean of the distribution, � is a scale parameter, and  describes 795

the asymmetry of the distribution. For the purpose of the smearing of M
2
miss, the scale 796

parameter � is a function of the smearing factor � obtained from the fit to the data. The 797

parameter  is modulated with a reverse logistic sigmoid function depending on the to be 798
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E.g. use an appropriate smearing function

( e.g. asymmetric Laplace distribution and as a function of  )mbc

130 10. M2

miss Resolution

(a) without correction

(b) with correction

Figure 10.4.: Data-MC comparison of the M2

miss distribution using the combination of all
four main reconstruction modes in the q2-sideband without (a) and with (b)
the M2

miss resolution correction applied. The pattern observed in the bin count
pulls (calculated as described in the introduction of Chapter 9) for the case
without the correction disappears when the resolution correction is applied.
The calculated �

2-value and p -value also improve significantly. Furthermore,
the visual agreement between the recorded data and MC distributions also
improves, especially in the region of M2

miss ⇡ 0.0GeV2.

130 10. M2

miss Resolution

(a) without correction

(b) with correction

Figure 10.4.: Data-MC comparison of the M2

miss distribution using the combination of all
four main reconstruction modes in the q2-sideband without (a) and with (b)
the M2

miss resolution correction applied. The pattern observed in the bin count
pulls (calculated as described in the introduction of Chapter 9) for the case
without the correction disappears when the resolution correction is applied.
The calculated �

2-value and p -value also improve significantly. Furthermore,
the visual agreement between the recorded data and MC distributions also
improves, especially in the region of M2

miss ⇡ 0.0GeV2.

⇒

Also other issues which cannot be necessarily

solved by smearing alone, e.g. in inclusive analyses 

the modeling of e.g. D mesons is extremely important

see e.g. Belle II R(X) measurement in preparation
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Fit in Bins of {w, cos θℓ, cos θV, χ}

E.g. Can use binned likelihood fit to 1D distributions 

(good to use coarse binning to reduce modelling dependence (Bkg shape, resolution))

4D fit also possible; but binned approach suffers from course of dimensionality 


→ better unbinned (but then need to worry about efficiency & migrations)
Di↵erential Decay Rate of B ! D⇤`⌫`

d�B ! D
⇤(! . . . )`⌫`

dwd cos ✓`d cos ✓Vd�
=

6mBm
2
D⇤

8(4⇡)4

p
w2 � 1(1 � 2wr + r

2)G2
F|Vcb|

2 ⇥ B(D⇤ ! . . . )

⇥
✓
(1 � cos ✓`)

2 sin2 ✓VH
2
+ + (1 + cos ✓`)

2 sin2 ✓VH
2
�

+ 4 sin2 ✓` cos2 ✓VH
2
0 � 2 sin2 ✓` sin2 ✓V cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos�H�H0

◆

r = mD⇤/mB

w = (m2
B + m

2
D⇤ � q

2)/(2mBmD⇤ )

|Vcb| =
q

B(B!D⇤`⌫`)
⌧B�(B!D⇤`⌫`) 17
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Fit in Bins of {w, cos θℓ, cos θV, χ}

E.g. Can use binned likelihood fit to 1D distributions 

(good to use coarse binning to reduce modelling dependence (Bkg shape, resolution))

Figure 3.2: Post-fit distributions and nuisance pulls in the w differential bins for the B
0

! D
⇤
e⌫e mode.

38

Figure 3.3: Post-fit distributions and nuisance pulls in the cos ✓` differential bins for the B
0

! D
⇤
e⌫e mode.
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Figure 3.4: Post-fit distributions and nuisance pulls in the cos ✓V differential bins for the B
0

! D
⇤
e⌫e mode.

40

Figure 3.5: Post-fit distributions and nuisance pulls in the � differential bins for the B
0

! D
⇤
e⌫e mode.

41

w cos θℓ

cos θV χ

Example 1D fits to MC (Asimov fits)

4D fit also possible; but binned approach suffers from course of dimensionality 


→ better unbinned (but then need to worry about efficiency & migrations)

Best approach: use folding to 
extract relevant information 

4

decay is mediated solely by the strong force, so that

hD⇡|D⇤(k, ✏)i = ✏ · (pD � p⇡), (3)

where pD(⇡) is the four-momentum of the D(⇡), k = pD+p⇡ is the four-momentum of the D⇤ and ✏ is its polarization.
Note that these satisfy the on-shell condition k · ✏ = 0.

The remaining parts of the hadronic matrix elements that appear in Eq. (2) are [27]:

⌦
D⇤(k, ✏) |c̄�µb| B̄(p)

↵
= �i"µ⌫⇢�✏

⇤⌫p⇢k�
2V (q2)

mB +mD⇤
, (4)

⌦
D⇤(k, ✏)

��c̄�µ�5b
�� B̄(p)

↵
= ✏⇤µ(mB +mD⇤)A1(q

2)� (p+ k)µ(✏
⇤ · q) A2(q2)

mB +mD⇤

� qµ(✏
⇤ · q)2mD⇤

q2
[A3(q

2)�A0(q
2)], (5)

⌦
D⇤(k, ✏)

��c̄�5b
�� B̄(p)

↵
= �(✏⇤ · q) 2mD⇤

mb +mc
A0(q

2), (6)

⌦
D⇤(k, ✏) |c̄�µ⌫b| B̄(p)

↵
= "µ⌫⇢�

⇢
�✏⇢⇤(p+ k)�T1(q

2) + ✏⇢⇤q�
m2

B �m2
D⇤

q2
[T1(q

2)� T2(q
2)]

+ 2
✏⇤ · q
q2

p⇢k�

T1(q

2)� T2(q
2)� q2

m2
B �m2

D⇤
T3(q

2)

��
(7)

where p is the four-momentum of the B meson, q represents the four-momentum of the lepton-neutrino pair, while
mB(D⇤) represents the mass of the B(D⇤) meson. Here, V,A0, A1, A2, A3, T1, T2 and T3 are the relevant form factors
for a B̄ ! V transition. For the Levi-Civita tensor, "µ⌫⇢�, we use the convention "0123 = +1.

For easy comparison with similar literature in the field, below we present an alternative notation and its connection
to the notation used in this article. Following the presentation in Ref. [25], the e↵ective Lagrangian that describes
b ! c`�⌫̄ transitions can be written as

L = � 4GFp
2

X

i

CiOi + h.c. , (8)

where i = VL, VR, SL, SR, and T , and Ci represents the Wilson Coe�cient (WC) corresponding to the operator Oi.
Note the negative sign added to this Lagrangian in order to obtain the correct sign for the SM term (see for example
Eq. (20.90) in [28] with errata in [29]). The WC’s can be easily converted into the NP coupling constants that appear
in Eq. (1) as follows.

CVL = 1 + gL , CVR = gR , CSL = gS � gP , CSR = gS + gP , CT = gT . (9)

Note that, only CVL has both SM and NP parts while all other WCs are NP only. Furthermore, for a B̄ ! V
transition, where V denotes a vector meson, the scalar matrix element hV |q̄b|Bi = 0. A consequence of this is that
the following condition must be imposed,

CSR + CSL = 2 gS = 0 . (10)

Thus, there are only four independent NP parameters that can be used to describe the decay B̄ ! D⇤`�⌫̄ process,
namely gL, gR, gP , and gT . We will use these to label the result plots presented in this article.

One can now express the di↵erential decay distribution for B̄ ! D⇤(! D⇡)`�⌫̄ as a function of four kinematic
variables – q2 and three helicity angles ✓⇤, ✓`, and � (see Fig. 1 for a schematic diagram defining these angles) – in
the following form.

d4�

dq2 d cos ✓⇤ d cos ✓` d�
=

9

32⇡

⇥�
Is1 sin

2 ✓⇤ + Ic1 cos
2 ✓⇤

�
+
�
Is2 sin

2 ✓⇤ + Ic2 cos
2 ✓⇤

�
cos 2✓`

+ I3 sin
2 ✓⇤ sin2 ✓` cos 2�+ I4 sin 2✓

⇤ sin 2✓` cos�+ I5 sin 2✓
⇤ sin ✓` cos�

+
�
Ic6 cos

2 ✓⇤ + Is6 sin
2 ✓⇤

�
cos ✓` + I7 sin 2✓

⇤ sin ✓` sin�

+ I8 sin 2✓
⇤ sin 2✓` sin�+ I9 sin

2 ✓⇤ sin2 ✓` sin 2�
⇤
, (11)

where the 12 coe�cients I(s,c)i (q2) (i = 1,. . . ,9) can be expressed in terms of eight helicity amplitudes that in turn

depend on the NP parameters gL, gR, gP , and gT . For brevity, the exact dependence of the coe�cient functions, I(s,c)iI.e. by building smart asymmetries, 
can project out the relevant 12 terms 
(integrated over a certain  range)q2

See e.g. Markus Prim’s Belle Analysis 
(in preparation)
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Detector migrations
# �19

Unfolding

X: True distribution M: Detector response Y: Measured distribution

- The detector response is 
represented by a migration 
matrix M


- M(i, j) indicates the probability 
(%) to observe an event in   
bin i if it had a generator-level 
value in bin j

Direct solution for X:

This analysis uses: 

Singular-Value-Decomposition 

(SVD)  [NIMA 372:469(1996)]

arXiv:2107.13855,  
accepted by PRL

parametrize detector migrations 

as conditional probability

An event reconstructed in a given bin i, might not have had a “true” value corresponding to a bin j

Can be parametrized as a migration matrix:

ℳij = 𝒫(reco. in bin i | true value in bin j)

Check Markus Prim’s slides
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Detector migrations
An event reconstructed in a given bin i, might not have had a “true” value corresponding to a bin j

Can be parametrized as a migration matrix:

ℳij = 𝒫(reco. in bin i | true value in bin j)

Unfolding and Acceptance Correction (Preliminary)

Acceptance is di↵erent in B+ and B0

! intrinsic cross-check for our under-

standing of systematics

20

Can recover estimates for true values via 
“unfolding” determined yields, 

mapping reco → true

xtrue = ℳ−1
ij xreco

Simplest version: migration matrix inversion

Many approaches to dampen impact of

increase in variance 


(mostly a problem with large migrations  true bin is then the sum

of many reco bins with high weights)


or to reduce impact of MC prior 


(here less an issue; but Bayesian unfolding can propagate the 

observed shape to MC to minimize model dependencies)

→



# 52Acceptance  Efficiency×
After migration effects are corrected, need to correct also for selection effects 
(Acceptance x Efficiency)

Δℬ/Δx = (ϵreco × ϵtag)
−1

× ℳ−1 xreco ×
1

4 NBB

# of charged or neutral B 
meson pairs (other factor of 2)

2 NBB = (1 + f+0) NB0 = (1 + f −1
+0) NB+

f+0 =
ℬ(Υ(4S) → B+B−)
ℬ(Υ(4S) → B0B0)

2 if e + μ

Actually a matrix

(ϵreco × ϵtag) = diag ( 𝒜(true bin i) )

Although it’s acceptance  efficiency, 

we just call this acceptance


in the figure on the next slide

×

Check Jim’s slides



# 53Acceptance  Efficiency×
After migration effects are corrected, need to correct also for selection effects 
(Acceptance x Efficiency)

Unfolding and Acceptance Correction (Preliminary)

Acceptance is di↵erent in B+ and B0

! intrinsic cross-check for our under-

standing of systematics

20

low w ∼ low pπs

cos θV ≈ 1 ∼ low pπs
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A word on Efficiencies 

Efficiencies can be are a large source of uncertainties 

Two examples very relevant for semileptonic decays: 


 - Lepton Identification Uncertainty

Often based on a global likelihood (or a multivariate classifier) 
using individual likelihoods (or input features) to calculate a score

how likely the identified particle is an electron or a muon 

ℒ = ℒCDC × ℒECL × ℒTOP × ℒKLM

Information from 
Cherenkov light


angles

Ionization energy 
loss

E/ | ⃗p |

Matched KLM

cluster hit?

Symbolically:



Use clean physics sample to correct MC efficiencies and fake 
rates


E.g.   e+e− → μμγ, e+e− → e+e−γ, J/ψ → ℓℓ, . . .

Lepton identification performance in 2020 data

9Marco Milesi, ICHEP 2020

• e,  ,  → ⟨efficiency⟩ of 94% for 2% pion mis-id probability.ℒratio > 0.9 p > 1 GeV/c

Electrons Muons

• μ, ,  → ⟨efficiency⟩ of 90% for 4% pion mis-id probability.ℒratio > 0.9 p > 1 GeV/c

• Results for a representative bin in the detector “barrel” region.

Momentum in lab frame

ℓID = ℒe/[ℒe + ℒμ + ℒπ + ℒK + ℒp]Construct likelihood ratio for Lepton ID:



FIG. 3. The coverage of plab-✓lab phase space for the true leptons. The top two figures are
for electrons (left) and positrons (right) respectively. The two plots below show the cases
for muons with the negative charge (left) and the positive charge (right). The red grid
indicates the covered phase space of the current lepton ID e�ciency correction table. The
block in a brighter color implies the higher density of the lepton candidates in that phase
space.

15

Construct correction tables of efficiency ratios      


as a function of lab momentum and detector position (polar angle) 
to correct MC efficiencies

ϵData

ϵMC

Precision limited by available 
control channel statistics (i.e. goes 
down by Lumi)


Non-closure between channels

is added as extra uncertainty 
(limiting factor at very high luminosity)


Coverage of control channels and 
signal are different, i.e. not all control 
channels have same relevance)

Correlation 
model matters!

100% correlated errors

 = maximal total eff. error, but no 
error on shapes

0% correlated errors

 = minimal total eff. error, maximal 
error on shapes



Second example: 


 - Slow pion reconstruction efficiency

B̄0

D⇤+⇡�

⇡+
sD0

K� ⇡+ K� ⇡+ ⇡+ ⇡�K0
s ⇡+ ⇡�

FIG. 1. The reconstruction decay tree used in this analysis.

MPDG
D0 | < 0.04 GeV/c2, where MK⇡ is the invariant mass of the K⇡ system,62

and MPDG
D0 denotes the PDG value of the D0 mass.63

• The mass di↵erence (�M) between D⇤+ and D0 is demanded to be within the64

region: 0.143 GeV/c2 < �M < 0.147 GeV/c2.65

• The momentum of the D⇤+ in the center-of-mass frame is cut at pCM
D⇤+ <66

2.5 GeV/c. This is helpful to reject D⇤+ mesons generated from qq̄ events.67

• To further suppress qq̄ events, we demand Fox Wolfram moment R2 < 0.3.68

• Additionally, we require 5.27 < Mbc < 5.29 and �0.2 < �E < 0.2 to reject the69

background events, where70

Mbc =
q

E2
beam � ~p2B0 , (1)

71

�E = EB0 � Ebeam, (2)

with Ebeam =
p
s/2.72

4. DATA AND MC COMPARISON73

In this section we check the agreement of data and MC after the selection.74

6

Also needs to be measured in data, e.g. via   decaysB0 → D*+π−

FIG. 14. Obtained relative tracking e�ciency

23

Measure ratio efficiency ratio relative to 
high-momentum region of plab

πs
> 200 MeV

Extract signal in a fit to  
in bins of 

ΔE = s /2 − EB
plab

πs

FIG. 13. Post-fit of �E distributions in each slow pion momentum bin (slow pions with

both negative and positive charge)

22
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The final result (MC)
Unfolded Shape [Asimov Data] (Preliminary)

Shape on Asimov Data (Simulation)

Allows determination of:

- Form Factors

- |Vcb| w/ external input

- FL(D⇤)

- AFB

- Reµ(D⇤)

21For a simultaneous analysis, need to determine correlations between different 1D 
projections  can be done using boostrapping→

Very simple: create a replica of your data set by sampling with replacement


Repeat full analysis chain of 4 x1D measurement for each replica

Note how the different 
channels are complementary in 
different regions of phase-
space 


(e.g.  has much better precision at low 
 than , but both have equal precision 

at high )

B+

w B0

w



⌫sig Pre ⌫sig stat. only ⌫sig stat. + MC stat. ⌫sig stat. + MC stat. + shape ⌫bkg Pre ⌫bkg stat. only ⌫bkg stat. + MC stat. ⌫bkg stat. + MC stat. + shape �
2 / ndf Pre �

2 / ndf Post
Variable voi bin

w [1.00, 1.05] 66.0+/-1.7 66+/-9 66+/-9 66+/-9 11.4+/-1.0 11+/-5 11+/-5 11+/-5 0 / 5 0 / 3
[1.05, 1.10] 112.4+/-1.9 112+/-12 112+/-13 112+/-13 27.8+/-1.3 28+/-8 28+/-9 28+/-9 0 / 5 0 / 3
[1.10, 1.15] 161.4+/-2.1 161+/-15 161+/-15 161+/-15 45.2+/-1.5 45+/-10 45+/-11 45+/-11 0 / 5 0 / 3
[1.15, 1.20] 213.1+/-2.2 213+/-17 213+/-17 213+/-17 54.9+/-1.5 55+/-11 55+/-12 55+/-12 0 / 5 0 / 3
[1.20, 1.25] 263.2+/-2.3 263+/-18 263+/-19 263+/-19 65.5+/-1.5 65+/-12 65+/-12 65+/-12 0 / 5 0 / 3
[1.25, 1.30] 291.9+/-2.4 292+/-19 292+/-20 292+/-20 79.5+/-1.6 79+/-13 79+/-13 79+/-13 0 / 5 0 / 3
[1.30, 1.35] 298.5+/-2.4 299+/-20 299+/-20 299+/-20 81.7+/-1.6 82+/-13 82+/-13 82+/-13 0 / 5 0 / 3
[1.35, 1.40] 291.3+/-2.4 291+/-20 291+/-20 291+/-20 63.6+/-1.5 64+/-13 64+/-13 64+/-13 0 / 5 0 / 3
[1.40, 1.45] 252.4+/-2.3 252+/-19 252+/-20 252+/-20 51.6+/-1.5 52+/-13 52+/-14 52+/-14 0 / 5 0 / 3
[1.45, 2.00] 232.7+/-2.2 233+/-25 233+/-26 233+/-26 47.7+/-1.5 48+/-21 48+/-22 48+/-22 0 / 5 0 / 3

cos ✓` [-1.00, -0.80] 38.0+/-1.4 38+/-8 38+/-8 38+/-8 9.2+/-1.0 9+/-5 9+/-5 9+/-5 0 / 5 0 / 3
[-0.80, -0.60] 73.8+/-1.7 74+/-11 74+/-11 74+/-11 16.0+/-1.2 16+/-7 16+/-8 16+/-8 0 / 5 0 / 3
[-0.60, -0.40] 131.0+/-1.9 131+/-14 131+/-14 131+/-14 24.3+/-1.2 24+/-9 24+/-9 24+/-9 0 / 5 0 / 3
[-0.40, -0.20] 193.8+/-2.1 194+/-17 194+/-17 194+/-17 39.3+/-1.4 39+/-11 39+/-12 39+/-12 0 / 5 0 / 3
[-0.20, 0.00] 239.4+/-2.2 239+/-19 239+/-19 239+/-19 43.4+/-1.4 43+/-12 43+/-13 43+/-13 0 / 5 0 / 3
[0.00, 0.20] 270.5+/-2.3 270+/-20 270+/-20 270+/-20 52.2+/-1.5 52+/-13 52+/-14 52+/-14 0 / 5 0 / 3
[0.20, 0.40] 303.6+/-2.4 304+/-20 304+/-20 304+/-20 59.9+/-1.5 60+/-13 60+/-13 60+/-13 0 / 5 0 / 3
[0.40, 0.60] 304.7+/-2.4 305+/-20 305+/-20 305+/-20 76.9+/-1.6 77+/-13 77+/-14 77+/-14 0 / 5 0 / 3
[0.60, 0.80] 302.6+/-2.4 303+/-20 303+/-20 303+/-20 84.7+/-1.6 85+/-13 85+/-13 85+/-13 0 / 5 0 / 3
[0.80, 1.00] 296.1+/-2.4 296+/-20 296+/-20 296+/-20 104.9+/-1.8 105+/-14 105+/-14 105+/-14 0 / 5 0 / 3

cos ✓V [-1.00, -0.80] 431.8+/-2.6 432+/-23 432+/-23 432+/-23 64.3+/-1.5 64+/-13 64+/-13 64+/-13 0 / 5 0 / 3
[-0.80, -0.60] 340.6+/-2.4 341+/-21 341+/-21 341+/-21 61.1+/-1.5 61+/-12 61+/-12 61+/-12 0 / 5 0 / 3
[-0.60, -0.40] 266.8+/-2.3 267+/-18 267+/-19 267+/-19 57.2+/-1.5 57+/-11 57+/-12 57+/-12 0 / 5 0 / 3
[-0.40, -0.20] 204.1+/-2.2 204+/-17 204+/-17 204+/-17 51.7+/-1.4 52+/-11 52+/-12 52+/-12 0 / 5 0 / 3
[-0.20, 0.00] 167.2+/-2.1 167+/-16 167+/-16 167+/-16 49.8+/-1.5 50+/-11 50+/-12 50+/-12 0 / 5 0 / 3
[0.00, 0.20] 160.8+/-2.1 161+/-15 161+/-16 161+/-16 45.3+/-1.4 45+/-11 45+/-11 45+/-11 0 / 5 0 / 3
[0.20, 0.40] 150.6+/-2.0 151+/-15 151+/-15 151+/-15 47.3+/-1.5 47+/-11 47+/-12 47+/-12 0 / 5 0 / 3
[0.40, 0.60] 149.4+/-2.0 149+/-15 149+/-15 149+/-15 46.9+/-1.4 47+/-11 47+/-11 47+/-11 0 / 5 0 / 3
[0.60, 0.80] 156.7+/-2.0 157+/-16 157+/-16 157+/-16 49.9+/-1.5 50+/-12 50+/-12 50+/-12 0 / 5 0 / 3
[0.80, 1.00] 154.9+/-2.0 155+/-16 155+/-17 155+/-17 55.4+/-1.6 55+/-13 55+/-13 55+/-13 0 / 5 0 / 3

� [0.00, 0.63] 187.8+/-2.1 188+/-16 188+/-17 188+/-17 57.3+/-1.5 57+/-12 57+/-12 57+/-12 0 / 5 0 / 3
[0.63, 1.26] 213.9+/-2.2 214+/-17 214+/-17 214+/-17 57.9+/-1.5 58+/-12 58+/-12 58+/-12 0 / 5 0 / 3
[1.26, 1.88] 239.4+/-2.2 239+/-18 239+/-18 239+/-18 50.9+/-1.5 51+/-12 51+/-12 51+/-12 0 / 5 0 / 3
[1.88, 2.51] 236.0+/-2.2 236+/-18 236+/-18 236+/-18 53.4+/-1.5 53+/-12 53+/-12 53+/-12 0 / 5 0 / 3
[2.51, 3.14] 224.3+/-2.2 224+/-18 224+/-18 224+/-18 49.3+/-1.4 49+/-12 49+/-12 49+/-12 0 / 5 0 / 3
[3.14, 3.77] 221.8+/-2.2 222+/-17 222+/-18 222+/-18 53.2+/-1.5 53+/-12 53+/-12 53+/-12 0 / 5 0 / 3
[3.77, 4.40] 233.4+/-2.2 233+/-18 233+/-18 233+/-18 50.2+/-1.4 50+/-12 50+/-12 50+/-12 0 / 5 0 / 3
[4.40, 5.03] 237.4+/-2.2 237+/-18 237+/-18 237+/-18 52.1+/-1.5 52+/-12 52+/-12 52+/-12 0 / 5 0 / 3
[5.03, 5.65] 209.2+/-2.2 209+/-17 209+/-18 209+/-18 50.7+/-1.5 51+/-12 51+/-12 51+/-12 0 / 5 0 / 3
[5.65, 6.28] 179.6+/-2.1 180+/-16 180+/-17 180+/-17 54.0+/-1.4 54+/-12 54+/-12 54+/-12 0 / 5 0 / 3

Table 3.6: Signal and background yields for the B
0

! D
⇤
µ⌫µ mode.

⌫sig Pre ⌫sig stat. only ⌫sig stat. + MC stat. ⌫sig stat. + MC stat. + shape ⌫bkg Pre ⌫bkg stat. only ⌫bkg stat. + MC stat. ⌫bkg stat. + MC stat. + shape �
2 / ndf Pre �

2 / ndf Post
Variable voi bin

w [1.00, 1.05] 293.0+/-2.3 293+/-19 293+/-20 293+/-20 20.3+/-1.2 20+/-10 20+/-11 20+/-11 0 / 5 0 / 3
[1.05, 1.10] 473.3+/-2.6 473+/-26 473+/-26 473+/-26 52.4+/-1.5 52+/-15 52+/-16 52+/-16 0 / 5 0 / 3
[1.10, 1.15] 546.2+/-2.7 546+/-29 546+/-30 546+/-30 72.1+/-1.6 72+/-19 72+/-20 72+/-20 0 / 5 0 / 3
[1.15, 1.20] 566.9+/-2.8 567+/-29 567+/-30 567+/-30 94.7+/-1.7 95+/-20 95+/-20 95+/-20 0 / 5 0 / 3
[1.20, 1.25] 578.6+/-2.8 579+/-30 579+/-31 579+/-31 104.0+/-1.7 104+/-21 104+/-22 104+/-22 0 / 5 0 / 3
[1.25, 1.30] 567.5+/-2.8 568+/-30 568+/-30 568+/-30 119.3+/-1.8 119+/-21 119+/-21 119+/-21 0 / 5 0 / 3
[1.30, 1.35] 534.2+/-2.7 534+/-29 534+/-29 534+/-29 120.8+/-1.8 121+/-20 121+/-21 121+/-21 0 / 5 0 / 3
[1.35, 1.40] 475.9+/-2.7 476+/-28 476+/-28 476+/-28 97.2+/-1.7 97+/-20 97+/-21 97+/-21 0 / 5 0 / 3
[1.40, 1.45] 392.6+/-2.5 393+/-28 393+/-29 393+/-29 72.4+/-1.6 72+/-22 72+/-23 72+/-23 0 / 5 0 / 3
[1.45, 2.00] 338.8+/-2.4 339+/-26 339+/-26 339+/-26 81.6+/-1.7 82+/-20 82+/-21 82+/-21 0 / 5 0 / 3

cos ✓` [-1.00, -0.80] 163.7+/-2.0 164+/-17 164+/-17 164+/-17 30.0+/-1.3 30+/-12 30+/-13 30+/-13 0 / 5 0 / 3
[-0.80, -0.60] 263.6+/-2.3 264+/-21 264+/-22 264+/-22 48.8+/-1.5 49+/-15 49+/-16 49+/-16 0 / 5 0 / 3
[-0.60, -0.40] 363.3+/-2.5 363+/-26 363+/-27 363+/-27 59.1+/-1.5 59+/-19 59+/-20 59+/-20 0 / 5 0 / 3
[-0.40, -0.20] 447.1+/-2.6 447+/-27 447+/-28 447+/-28 70.2+/-1.6 70+/-19 70+/-20 70+/-20 0 / 5 0 / 3
[-0.20, 0.00] 523.2+/-2.7 523+/-29 523+/-30 523+/-30 78.5+/-1.6 78+/-20 78+/-21 78+/-21 0 / 5 0 / 3
[0.00, 0.20] 565.8+/-2.8 566+/-32 566+/-32 566+/-32 86.3+/-1.7 86+/-23 86+/-24 86+/-24 0 / 5 0 / 3
[0.20, 0.40] 598.1+/-2.8 598+/-31 598+/-31 598+/-31 96.4+/-1.7 96+/-21 96+/-22 96+/-22 0 / 5 0 / 3
[0.40, 0.60] 621.4+/-2.8 621+/-31 621+/-32 621+/-32 98.1+/-1.7 98+/-21 98+/-22 98+/-22 0 / 5 0 / 3
[0.60, 0.80] 604.7+/-2.9 605+/-30 605+/-31 605+/-31 114.2+/-1.8 114+/-20 114+/-21 114+/-21 0 / 5 0 / 3
[0.80, 1.00] 572.4+/-2.8 572+/-28 572+/-29 572+/-29 119.5+/-1.8 120+/-18 120+/-19 120+/-19 0 / 5 0 / 3

cos ✓V [-1.00, -0.80] 535.6+/-2.7 536+/-27 536+/-27 536+/-27 59.6+/-1.5 60+/-16 60+/-17 60+/-17 0 / 5 0 / 3
[-0.80, -0.60] 481.6+/-2.7 482+/-26 482+/-26 482+/-26 56.4+/-1.5 56+/-16 56+/-16 56+/-16 0 / 5 0 / 3
[-0.60, -0.40] 426.1+/-2.6 426+/-25 426+/-26 426+/-26 60.7+/-1.5 61+/-16 61+/-17 61+/-17 0 / 5 0 / 3
[-0.40, -0.20] 374.2+/-2.5 374+/-25 374+/-25 374+/-25 65.4+/-1.6 65+/-17 65+/-18 65+/-18 0 / 5 0 / 3
[-0.20, 0.00] 369.5+/-2.5 370+/-25 370+/-25 370+/-25 71.5+/-1.6 71+/-18 71+/-19 71+/-19 0 / 5 0 / 3
[0.00, 0.20] 385.8+/-2.5 386+/-26 386+/-26 386+/-26 76.6+/-1.6 77+/-19 77+/-19 77+/-19 0 / 5 0 / 3
[0.20, 0.40] 425.3+/-2.6 425+/-27 425+/-28 425+/-28 84.6+/-1.7 85+/-20 85+/-21 85+/-21 0 / 5 0 / 3
[0.40, 0.60] 487.3+/-2.7 487+/-30 487+/-30 487+/-30 99.8+/-1.7 100+/-22 100+/-23 100+/-23 0 / 5 0 / 3
[0.60, 0.80] 572.5+/-2.8 573+/-31 573+/-32 573+/-32 112.4+/-1.8 112+/-23 112+/-24 112+/-24 0 / 5 0 / 3
[0.80, 1.00] 709.0+/-2.9 (7.1+/-0.4)e+02 (7.1+/-0.4)e+02 (7.1+/-0.4)e+02 147.9+/-1.9 148+/-26 148+/-28 148+/-28 0 / 5 0 / 3

� [0.00, 0.63] 446.5+/-2.6 446+/-26 446+/-27 446+/-27 77.8+/-1.6 78+/-18 78+/-19 78+/-19 0 / 5 0 / 3
[0.63, 1.26] 485.0+/-2.7 485+/-29 485+/-29 485+/-29 84.5+/-1.7 85+/-20 85+/-21 85+/-21 0 / 5 0 / 3
[1.26, 1.88] 521.6+/-2.7 522+/-29 522+/-29 522+/-29 83.1+/-1.7 83+/-20 83+/-21 83+/-21 0 / 5 0 / 3
[1.88, 2.51] 494.7+/-2.7 495+/-28 495+/-29 495+/-29 78.2+/-1.6 78+/-19 78+/-20 78+/-20 0 / 5 0 / 3
[2.51, 3.14] 443.8+/-2.6 444+/-28 444+/-28 444+/-28 88.0+/-1.7 88+/-20 88+/-21 88+/-21 0 / 5 0 / 3
[3.14, 3.77] 441.1+/-2.6 441+/-27 441+/-27 441+/-27 86.9+/-1.7 87+/-19 87+/-20 87+/-20 0 / 5 0 / 3
[3.77, 4.40] 497.0+/-2.7 497+/-29 497+/-29 497+/-29 85.3+/-1.7 85+/-20 85+/-21 85+/-21 0 / 5 0 / 3
[4.40, 5.03] 522.8+/-2.7 523+/-29 523+/-30 523+/-30 88.0+/-1.7 88+/-21 88+/-21 88+/-21 0 / 5 0 / 3
[5.03, 5.65] 490.6+/-2.7 491+/-29 491+/-30 491+/-30 78.7+/-1.6 79+/-21 79+/-22 79+/-22 0 / 5 0 / 3
[5.65, 6.28] 424.1+/-2.6 424+/-27 424+/-28 424+/-28 84.3+/-1.7 84+/-20 84+/-21 84+/-21 0 / 5 0 / 3

Table 3.7: Signal and background yields for the B
+

! D
⇤
e⌫e mode.

Figure 3.6: Correlation matrices for the statistical correlation of the data.

43

Pearson correlator of replica sample provides estimator for statistical correlation 
between bins:

But since we measured 
projections of the same 
data, the effective degrees 
of freedom are not 40, but 
37 (Jung, Van Dyk)

Best use of tagged data:


Fit normalized shapes (and if 
available total rate)


36 dof from shapes (4*9) 
and 1 from normalization
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The form factor normalization is constrained at zero-
recoil with hX = hA1

(1) = 0.906 ± 0.013 from Ref. [17]
for our nominal fit scenario. For the BGL form factor
fit, we truncate the series based on the result of a nested
hypothesis test (NHT) [40] with the additional constraint
that the inclusion of additional coe�cients do not result
in correlations of larger than r = 0.95. This leads to the
choice of na = 1, nb = 2, nc = 1 free parameters, with the
constraint for c0 defined in Eq. (12). More details about
the NHT can be found in Appendix B. For the CLN type
parameterization we determine three coe�cients: ⇢2 ,
R1(1), and R2(1).

Both form factor parameterizations are able to describe
the data with p-values of 7% and 6% for BGL and CLN,
respectively, and the extracted |Vcb| values of both deter-
minations are compatible. The fitted shapes are shown
in Fig. 9 (red and blue bands) and the numerical values
for the coe�cients and |Vcb| are listed in Table III and
Table IV for BGL and CLN, respectively. In the figure
we also show the recent beyond zero-recoil prediction of
Ref. [16] as a green band. Its agreement with the mea-
sured spectra has a p-value of 11%. We also perform fits
to our measured B̄0 and B� shapes separately, with the
corresponding external branching fraction input. The re-
sults are compatible with each other, and the individual
extracted |Vcb| values are listed in Table V. We observe a
discrepancy between the |Vcb| values from the charged-
and neutral-only fits (p = 5%). Correcting for the exist-
ing disagreement between the charged and neutral input
branching fractions from HFLAV [11] and comparing the
full set of BGL coe�cients and |Vcb| we recover a p-value
of 20%.

Additionally, we tested explicitly the impact of the
d’Agostini bias [41] on the reported results. The impact
of this bias on our quoted values of |Vcb| and the form
factor parameters is approximately a factor of 30 smaller
than the quoted uncertainties and we thus do not apply
an additional correction.

We also test the impact of the preliminary lattice re-
sults that constrain the B ! D⇤ form factors beyond
zero recoil of Ref. [16] using two scenarios:

1. Inclusion of hA1
beyond zero recoil:

hX ⌘ hA1
(w) ,

2. Inclusion of the full lattice information:
hX ⌘ hX(w) = {hA1

(w), R1(w), R2(w)},

where we consider the points at w = {1.03, 1.10, 1.17}
and use the provided correlations between the lattice
data points. We translate the lattice data points and
propagate their uncertainty and correlation into pre-
dictions of R1(w) = (w + 1)mBmD

⇤g(w)/f(w) and
R2(w) = (w� r)/(w�1)�F1(w)/(mB(w�1)f(w)) with
r = mD

⇤/mB .
Including lattice points for hA1

beyond zero-recoil re-
sults in a good fit (pBGL = 11%, pCLN = 9%) compatible
with our nominal scenario. Including the full lattice in-
formation results in a poor fit (pBGL = 2%, pCLN = 2%),

FIG. 9. The fitted shapes for both BGL (blue) and CLN (or-
ange) parametrization. Both parametrizations are able to ex-
plain the data, and are compatible with each other. Note that
the BGL (blue) band almost completely overlays the CLN
(orange) band. The green band is the prediction using BGL
coe�cients from lattice QCD calculations in [16].

TABLE III. Fitted BGL121 coe�cients and correlations.

Value Correlation

a0 ⇥ 103 25.98± 1.40 1.00 0.26 �0.23 0.28 �0.31

b0 ⇥ 103 13.11± 0.18 0.26 1.00 �0.01 �0.01 �0.62

b1 ⇥ 103 �7.86± 12.51 �0.23 �0.01 1.00 0.26 �0.47

c1 ⇥ 103 �0.92± 0.97 0.28 �0.01 0.26 1.00 �0.49

|Vcb|⇥ 103 40.55± 0.91 �0.31 �0.62 �0.47 �0.49 1.00

where the disagreement is predominantly generated in
R2(w). The extracted |Vcb| values in the di↵erent lat-
tice scenarios are compatible with each other, as shown
in Table VI. We also investigate the beyond zero-recoil
lattice data for an equivalent number of BGL coe�cients
Na = 3, Nb = 3, Nc = 2 as used in Ref. [16]. We find a
much higher value of |Vcb| = (42.67 ± 0.98) ⇥ 10�3 with
a p-value of 5%. The full details of the fit can be found
in Appendix C.
Using on our measured cos ✓` shapes we determine

the forward-backward asymmetry over the full w phase-
space,

AFB =

R 1
0 d cos` d�/d cos` �

R 0
�1 d cos` d�/d cos`R 1

0 d cos` d�/d cos` +
R 0
�1 d cos` d�/d cos`

, (32)

TABLE IV. Fitted CLN coe�cients and correlations.

Value Correlation

⇢2 1.22± 0.09 1.00 0.58 �0.88 0.37

R1(1) 1.37± 0.08 0.58 1.00 �0.66 �0.03

R2(1) 0.88± 0.07 �0.88 �0.66 1.00 �0.14

|Vcb|⇥ 103 40.11± 0.85 0.37 �0.03 �0.14 1.00

Final result : 
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Belle recorded 711 fb�1 on the ⌥(4S) resonance.
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of B meson decays that do not have experimentally-
measured branching fractions is inclusively reproduced
by PYTHIA [10]. For the continuum e

+
e
�

! qq̄ events,
the initial quark pair is hadronised by PYTHIA, and
hadron decays are modelled by EvtGen. The final-
state radiation from charged particles is added using
PHOTOS [11]. Detector responses are simulated with
GEANT3 [12].

B. Event reconstruction and selection criteria

Charged particle tracks are required to originate from
the interaction point, and to have good track fit quality.
The criteria for the track impact parameters in the r ��

and z directions are: dr <2 cm and |dz| < 4 cm, respec-
tively. In addition we require that each track has at least
one associated hit in any layer of the SVD detector. For
pion and kaon candidates, we use particle identification
likelihoods determined using Cherenkov light yield in the
ACC, the time-of-flight information from the TOF, and
dE/dx from the CDC.

Neutral D
0 meson candidates are reconstructed only

in the clean D
0

! K
�

⇡
+ decay channel. The daughter

tracks are fit to a common vertex using a Kalman fit algo-
rithm, with a �

2-probability requirement of greater than
10�3 to reject background. The reconstructed D

0 mass
is required to be in a window of ±13.75 MeV/c

2 from
the nominal D

0 mass of 1.865 GeV/c
2, corresponding to

a width of 2.5 �, determined from data.
The D

0 candidates are combined with an additional
pion that has a charge opposite that of the kaon, to form
D

⇤+ candidates. Pions produced in this transition are
close to kinematic threshold, with a mean momentum of
approximately 100 MeV/c, hence are denoted slow pions,
⇡
+
s . There are no SVD hit requirements for slow pions.

Another vertex fit is performed between the D
0 and the

⇡
+
s and a �

2-probability requirement of greater than 10�3

is again imposed. The invariant mass di↵erence between
the D

⇤ and the D
0 candidates, �m = mD⇤ �mD0 , is first

required to be less than 165 MeV/c
2 for the background

fit, and further tightened for the signal yield determina-
tion.

Although the contribution from e
+
e
�

! qq̄ continuum
is relatively small in this analysis, we further suppress
prompt charm by imposing an upper threshold on the
D

⇤ momentum of 2.45 GeV/c in the CM frame (Fig. 1).
Candidate B mesons are reconstructed by combining

D
⇤ candidates with an oppositely charged electron or

muon. Electron candidates are identified using the ratio
of the energy detected in the ECL to the momentum of
the track, the ECL shower shape (E9/E25), the distance
between the track at the ECL surface and the ECL clus-
ter centre, the energy loss in the CDC (dE/dx) and the
response of the ACC. For electron candidates we search
for nearby bremsstrahlung photons in a cone of 3 degrees
around the electron track, and sum the momenta with
that of the electron. Muons are identified by their pen-

0 0.5 1 1.5 2 2.5 3 3.5 4
D*

p*   [GeV/c]   
0
10
20
30
40
50
60

310×

Ev
en
ts

on-resonance

off-resonance

FIG. 1. The D⇤ momenta in the CM frame, for on-resonance
and scaled o↵-resonance data.

etration range and transverse scattering in the KLM de-
tector. In the momentum region relevant to this analysis,
charged leptons are identified with an e�ciency of about
90%, while the probabilities to misidentify a pion as an
electron or muon is 0.25% and 1.5% respectively. We im-
pose lower thresholds on the momentum of the leptons,
such that they reach the respective particle identification
detectors for good hadron fake rejection. Here we impose
lab frame momentum thresholds 0.3 GeV/c for electrons
and 0.6 GeV/c for muons. We furthermore require an
upper threshold of 2.4 GeV/c in the CM frame to reject
continuum events.

III. DECAY KINEMATICS

b c

d d

⌫`

`+

W+

B0 D⇤�

FIG. 2. Tree level Feynman diagram for B0 ! D⇤�`+⌫`.

The tree level transition of the B
0

! D
⇤�

`
+
⌫` decay

is shown in Fig. 2. Three angular angular variables and
the hadronic recoil are used to describe this decay. The
latter is defined as follows. Iwhere q

2 is the momentum
transfer between the B and the D

⇤ meson, and mB , mD⇤

are the the masses of B and D
⇤ mesons respectively. The

range of w is restricted by the value of q
2 such that the

minimum value of q
2 = 0 corresponds to the maximum

value of w,

wmax =
m

2
B + m

2
D⇤

2mBmD
. (3)

e+e− → cc̄

e+e− → b b̄
b̄ → D* −

use only  
cleanest mode

Preliminary
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8

To model the B ! D
⇤⇤

`⌫ component, which is com-
prised of four P -wave resonant modes (D1, D

⇤
0 , D

0
1, D

⇤
2)

for both neutral and charged B decays, we correct the
branching ratios and form factors. The P -wave charm
mesons are categorised according to the angular momen-
tum of the light constituent, j`, namely the j

P
` = 1/2�

doublet of D
⇤
0 and D

0
1 and the j

P
` = 3/2� doublet D1

and D
⇤
2 . The shapes of the B ! D

⇤⇤
`⌫ q

2 distribu-
tions are corrected to matched the predictions of the
LLSW model [16]. An additional contribution from non-
resonant modes is considered, although the rate appears
to be consistent with zero in recent measurements.

To estimate the background yields we perform a binned
maximum log likelihood fit of the D

⇤
` candidates in three

variables, �m, cos ✓B,D⇤`, and p
⇤
` . The bin ranges are as

follows:

• �m: 5 equidistant bins in the range [0.141, 0.156]
GeV/c

2.

• cos ✓B,D⇤`: 15 equidistant bins in the range
[�10, 5].

• p`: 2 bins in the ranges [0.6, 0.85, 3.0] GeV/c for
muons and [0.3, 0.80, 3.0] GeV/c for electrons.

Prior to the fit, the residual continuum background is
estimated from o↵-resonance data and scaled by the o↵-
on resonance integrated luminosities and the 1/s depen-
dence of the e

+
e
�

! qq̄ cross section. The kinematics
of the o↵ and on-resonant continuum background is ex-
pected to be slightly di↵erent and therefore binned cor-
rection weights are determined using MC and applied to
the scaled o↵-resonance data. The remaining background
components are modelled with MC simulation after cor-
recting for the most recent decay modelling parameters,
and for di↵erences in reconstruction e�ciencies between
data and MC. Corrections are applied to the lepton iden-
tification e�ciencies, hadron misidentification rates, and
slow pion tracking e�ciencies. The data/MC ratios for
high momentum tracking e�ciencies are consistent with
unity and are only considered in the systematic uncer-
tainty estimates. The results from the background fits
are given in Table III and Fig. 4.

VI. MEASUREMENT OF DIFFERENTIAL

DISTRIBUTIONS

Measurement of the decay kinematics requires good
knowledge of the signal B direction to constrain the neu-
trino momentum 4-vector. To determine the B direction
we estimate the CM frame momentum vector of the non-
signal B meson by summing the momenta of the remain-
ing particles in the event (~p⇤incl.) and choose the direction
on the cone that minimises the di↵erence to �p

⇤
incl.. To

determine p
⇤
incl. we exclude tracks that do not pass near

the interaction point. The impact parameter require-
ments depend on the transverse momentum of the track,
pT, and are set to:

• pT < 250 MeV/c: dr < 20 cm, dz < 100 cm,

• pT < 500 MeV/c: dr < 15 cm, dz < 50 cm,

• pT � 500 MeV/c: dr < 10 cm, dz < 20 cm.

Some track candidates may be counted multiple times,
due to low momentum particles spiralling in the central
drift chamber, or due to fake tracks fit to a similar set of
detector hits as the primary track. This can be removed
by looking for pairs of tracks with similar kinematics,
travelling in the same direction with the same electric
charge, or in the opposite direction with the opposite
electric charge. Isolated clusters that are not matched
to the signal particles (i.e. from photons or ⇡

0 decays)
are required to have lower energy thresholds to mitigate
beam induced background, and are 50, 100 and 150 MeV
in the barrel, forward end-cap and backward end-cap re-
gions respectively. We compute ~pincl. by summing the
3-momenta of the selected particles:

~pincl. =
X

i

~pi , (17)

where the index i denotes all isolated clusters and tracks
that pass the above criteria. This vector is then trans-
lated into the CM frame. There is no mass assumption
used for the charged particles. The energy component,
E

⇤
incl., is set to the experiment dependent beam energies

through E
⇤
beam =

p
s/2.

We find that the resolutions of the kinematic variables
are 0.020 for w, 0.038 for cos ✓`, 0.044 for cos ✓V and 0.210
for �. Based on these resolutions, and the available data
sample, we split each distribution into 10 equidistant bins
for the |Vcb| and form factor fits.

A. Fit to the CLN Parameterisation

We perform a binned �
2 fit to determine the follow-

ing quantities in the CLN parameterisation: the product
F1|Vcb|, and the three parameters ⇢

2, R1(1) and R2(1)
that parameterise the form factors. We use a set of one-
dimensional projections of w, cos ✓`, cos ✓V and �. This
reduces complications in the description of the six back-
ground components and their correlations across four di-
mensions. This approach introduces finite bin to bin cor-
relations that must be accounted for in the �

2 calculation.
We choose equidistant binning in each kinematic ob-

servable, as described above, and set the ranges accord-
ingly to their kinematically allowed limits. The exception
is w: while the kinematically allowed range is between 1
and 1.504, we restrict this to between 1 and 1.50 such
that we can ignore the finite mass of the lepton in the
interaction.

The number of expected events in a given bin i,
N

theory
i , is given by

N
theory
i = NB0B(D⇤+

! D
0
⇡
+)

⇥B(D0
! K

�
⇡
+)⌧B0�i , (18)

Reconstruct ROE  
to estimate Bsig0  

momentum

⃗p Bsig
= − ⃗p incl

w ⇠ q2 = (pB � pD⇤)2

6

The three angular variables are depicted in Fig.3 and are
defined as follows:

• ✓`: the angle between the D
⇤ and the lepton, de-

fined in the rest frame of W boson.

• ✓v: the angle between the D
0 and the D

⇤, defined
in the rest frame of D

⇤ meson.

• �: the angle between the two planes formed by the
decays of the W and the D

⇤ meson, defined in the
rest frame of the B

0 meson.

18

B
W D*!

" #s

$
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$
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l

Figure 2.3: [B ! D
⇤
`⌫ decay geometry] Geometry of B ! D

⇤
`⌫ decays.

The di�erential decay rate is given by

d�(B�D⇤`�)
dwdcos�V dcos�`d� =

3G2
F

4(4�)4 |Vcb|
2mBm2

D⇤

p
w2 � 1(1 � 2wr + r2)⇥

[(1 � cos�`)2sin2�V |H+(w)|2

+(1 + cos�`)2sin2�V |H�(w)|2

+4sin2�`cos2�V |H0(w)|2

�4sin�`(1 � cos�`)sin�V cos�V cos�H+(w)H0(w)

+4sin�`(1 + cos�`)sin�V cos�V cos�H�(w)H0(w)

�2sin2�`sin
2�V cos2�H+(w)H�(w)]

where Hi(w) are called the helicity form factors. These form factors are related to

another set of form factors, hV (w), hA1(w), hA2(w) and hA3(w), as follows.

Hi = �mB
R(1 � r2)(w + 1)

2
p

1 � 2wr + r2
hA1(w) �Hi(w) (2.19)

where �Hi(w) are given by

�H±(w) =
�

1�2wr+r2

1�r

�
1 ⌥

�
w�1
w+1R1(w)

�

�H0(w) = 1 + w�1
1�r (1 � R2(w))

(2.20)

FIG. 3. Definition of the angles ✓`, ✓v and � for the decay
B0 ! D⇤�`+⌫`.

IV. SEMILEPTONIC DECAYS

In the massless lepton limit, the di↵erential decay rate
of B ! D

⇤
`⌫ decays is given by [2]

d�(B̄ ! D
⇤
`⌫`)

dwd cos ✓`d cos ✓V d�
=

⌘
2
EW3mBm

2
D⇤

4(4⇡)2
G

2
F |Vcb|

2
p

w2 � 1(1 � 2wr + r
2)

�
(1 � cos ✓`)

2 sin ✓
2
V H

2
+ + (1 + cos ✓

2
` )

2 sin ✓
2
V H

2
�

+4 sin ✓
2
` cos ✓

2
V H

2
0 � 2 sin ✓

2
` sin ✓

2
V cos 2�H+H�

�4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos �H+H0

+4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos �H�H0} , (4)

where r = mD⇤/mB , GF = (1.6637 ± 0.00001) ⇥

10�5~c2GeV
�2 and ⌘EW is a small electroweak correc-

tion (equal to 1.006 in Ref. [13]).

A. The CLN Parameterisation

The helicity amplitudes H±,0 in Eq. 4 are given in
terms of three form factors. In the Caprini-Lellouch-
Neubert (CLN) parameterisation [2] one writes these ex-
pressions in terms of the form factor hA1(w) and the form

factor ratios R1,2(w). They are defined as follows.

hA1(w) = hA1(1)
⇥
1 � 8⇢

2
z + (53⇢

2
� 15)z2

�(231⇢
2

� 91)z3
⇤
,

R1(w) = R1(1) � 0.12(w � 1) + 0.05(w � 1)2,

R2(w) = R2(1) � 0.11(w � 1) � 0.06(w � 1)2, (5)

where z = (
p

w + 1�
p

2)/(
p

w + 1+
p

2), and there are
four independent parameters in total. After integrating
over the angles, the w distribution is proportional to

F(w) =h
2
A1

(w)

✓
1 + 4

w

w + 1

1 � 2wr + r
2

(1 � r2)

◆�1


2
1 � 2wr + r

2

(1 � r)2

✓
1 + R

2
1(w)

w � 1

w + 1

◆
+

✓
1 + (1 � R2(w))

w � 1

1 � r

◆2
#

. (6)

B. The BGL Parameterisation

A more general parameterisation comes from Boyd,
Grinstein and Lebed (BGL) [3], recently used in Refs. [14,
15]. In their approach, the helicity amplitudes Hi are
given by

H0(w) = F1(w)/
p

q2 ,

H±(w) = f(w) ⌥ mBmD⇤

p
w2 � 1g(w) . (7)

The relation between the form factors in the BGL and
CLN notations are

f =
p

mBmD⇤(1 + w)hA1 ,

g = hV /
p

mBmD⇤ ,

F1 = (1 + w)(mB � mD⇤)
p

mBmD⇤A5 , (8)

and

R1(w) = (w + 1)mBmD⇤
g(w)

f(w)
,

R2(w) =
w � r

w � 1
�

F1

mB(w � 1)f1(w)
. (9)

The three BGL form factors can be written as a series in
z,

f(z) =
1

P1+(z)�f (z)

1X

n=0

a
f
nz

n
,

F1(z) =
1

P1+(z)�F1(z)

1X

n=0

a
F1
n z

n
,

g(z) =
1

P1�(z)�g(z)

1X

n=0

a
g
nz

n
. (10)

In these equations the Blaschke factors, P1±, are given
by

P1±(z) =
nY

P=1

z � zP

1 � zzP
, (11)
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FIG. 8. The B meson is likely to lie on the position where it minimizes the di↵erence to
~pCM

inclusive
.

6.3. Approach combining diamond frame and ROE433

Both of these methods can readily be combined: the combination is based on the434

diamond frame but uses a modified weighting function based on the ROE direction.435

The cosine of the angle between the chosen B direction and the ~pinclusive is p̂inclusive ·p̂B,436

where bp represents the unit vector of the momentum. A smaller angle (smaller437

di↵erence) leads to a larger cosine. Therefore we apply an additional factor for the438

weight based on the ROE momentum direction bpROE. The full weight for each chosen439

direction is440

w̃i =
1

2
(1 + p̂inclusive · p̂B) sin2

✓B =
1

2
(1� p̂ROE · p̂B) sin2

✓B (22)

with bpB denoting the normalized direction of the B meson from a given direction on441

the cone.442

6.4. Comparison of the above three methods443

To compare the performance of the three approaches we compare their respective444

resolution: The distributions of the residual for di↵erent approaches are compared in445

Fig. 9. The ROE method has typically a better core resolution, but also the longest446

tails.447

To choose the best method, we check both the median and percentiles of these448

residuals. The medians are summarized in Table V. Inspired by the 68-95-99.7 rule449

(also known as the empirical rule) in statistics saying that the percentage of values450

that lie within an interval estimate in a normal distribution: 68.27%, 95.45% and451
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Can exploit that the B meson lies on a cone, 
whose opening angle is fully determined by 

properties of visible particles:

cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 |pB | |pD*ℓ |

Derivation : 

0 = p2
ν = (pB − pD*ℓ)2

}

pD* + pℓ

= p2
B + p2

D*ℓ − 2pBpD*ℓ = m2
B + m2

D*ℓ − 2EBED*ℓ + 2 |pB | |pD*ℓ | cos θB−D*ℓ

Missing particles : 

→ cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 |pB | |pD*ℓ |

(pν + pmiss)2 = m2
B + m2

D*ℓ − 2EBED*ℓ + 2 |pB | |pD*ℓ | cos θB−D*ℓ → cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 |pB | |pD*ℓ |
+ (pν + pmiss)2

2 |pB | |pD*ℓ |

 shifts  to negative values if not included→ cos θB,D*ℓ
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Fig. 5.24 Projections on cos ◊BY of the electron and muon samples are shown: the left-hand
side shows the projection of cos ◊BY for the electron final state, and the right-hand
side shows the projection of cos ◊BY for the muon final state. The top row depicts
the D0 meson final state, and the bottom row the D+ meson final state.
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B → DXℓν̄ℓ

B → D*ℓν̄ℓ

B → Dℓν̄ℓ

B → D**ℓν̄ℓ

Example: reconstruct B → Dℓν̄ℓ (and allow for missing particles, i.e. untagged)

Good discriminating variable, so we will get back to using it. 
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Estimating the B FrameDi↵erential Decay Rate of B ! D⇤`⌫`

d�B ! D
⇤(! . . . )`⌫`

dwd cos ✓`d cos ✓Vd�
=

6mBm
2
D⇤

8(4⇡)4

p
w2 � 1(1 � 2wr + r

2)G2
F|Vcb|

2 ⇥ B(D⇤ ! . . . )

⇥
✓
(1 � cos ✓`)

2 sin2 ✓VH
2
+ + (1 + cos ✓`)

2 sin2 ✓VH
2
�

+ 4 sin2 ✓` cos2 ✓VH
2
0 � 2 sin2 ✓` sin2 ✓V cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos�H�H0

◆

r = mD⇤/mB

w = (m2
B + m

2
D⇤ � q

2)/(2mBmD⇤ )

|Vcb| =
q

B(B!D⇤`⌫`)
⌧B�(B!D⇤`⌫`) 17

Without tagging, we have no direct access to 
the B rest frame


That is bad, since all our angles are defined 

with respect to this frame
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Estimating the B Frame

FIG. 8. The B meson is likely to lie on the position where it minimizes the di↵erence to
~pCM

inclusive
.

6.3. Approach combining diamond frame and ROE433

Both of these methods can readily be combined: the combination is based on the434

diamond frame but uses a modified weighting function based on the ROE direction.435

The cosine of the angle between the chosen B direction and the ~pinclusive is p̂inclusive ·p̂B,436

where bp represents the unit vector of the momentum. A smaller angle (smaller437

di↵erence) leads to a larger cosine. Therefore we apply an additional factor for the438

weight based on the ROE momentum direction bpROE. The full weight for each chosen439

direction is440

w̃i =
1

2
(1 + p̂inclusive · p̂B) sin2

✓B =
1

2
(1� p̂ROE · p̂B) sin2

✓B (22)

with bpB denoting the normalized direction of the B meson from a given direction on441

the cone.442

6.4. Comparison of the above three methods443

To compare the performance of the three approaches we compare their respective444

resolution: The distributions of the residual for di↵erent approaches are compared in445

Fig. 9. The ROE method has typically a better core resolution, but also the longest446

tails.447

To choose the best method, we check both the median and percentiles of these448

residuals. The medians are summarized in Table V. Inspired by the 68-95-99.7 rule449

(also known as the empirical rule) in statistics saying that the percentage of values450

that lie within an interval estimate in a normal distribution: 68.27%, 95.45% and451
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FIG. 9. The residual of the generated and reconstructed values of the kinematic variables
w, cos ✓`, cos ✓V and �. The three compared methods are: diamond frame, ROE, and the
combined approach.

99.73% of the values lie within one, two and three standard deviation respectively,452

we extract the 15.865% and 84.135% percentiles of the residuals. The results are453

listed in table VI. 68.27% events should accumulate around the median between the454

two percentiles.455

Variables Diamond frame ROE Combined method

w 0.00245162 0.0010726 0.0010175

cos ✓` -0.00802267 -0.00570068 -0.00517834

cos ✓V 0.00377864 0.00384808 0.00383872

� -0.0073899 0.00038576 -0.00100613

TABLE V. The medians of the residuals of w, cos ✓`, cos ✓V and � reconstructed using
di↵erent methods.
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Can exploit that the B meson lies on a cone, 
whose opening angle is fully determined by 

properties of visible particles:

(EB, px
B, py

B, pz
B) = ( s /2, |pB |sin θBY cos ϕ, |pB |sin θBY sin ϕ, |pB |cos θBY)

Can use this to estimate B meson direction 
building a weighted average on the cone

with weights according to  with  
denoting the polar angle 


(following the angular distribution of  )

wi = sin2 θi θ

Υ(4S) → BB̄

One can also combine both estimates

cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 |pB | |pD*ℓ |

5.4 Performance of three methods

on the cone, and calculate the weighted average of these ten samples, similar to the diamond
frame method. However, the weight is now given by

F̃
8
= (1 � b?ROE · b?

⌫8
) sin2

\
⌫8

(5.2)

where b?ROE and b?
⌫8

represent the unit vectors of the ROE momentum and the 8-th sampled ⌫

meson momentum on the cone, respectively.
It is worth noting that, in comparison to the diamond frame method, the inclusion of the factor

(1 � b?ROE · b?
⌫8
) ensures that the direction on the cone closer to the vector �b?ROE will receive a

larger weight, while those further away are suppressed.
Additionally, we confirm that selecting ten directions on the cone is adequate. There is no

significant improvement observed by increasing the number of sampling.

5.4 Performance of three methods

In this section, we will compare the resolution and investigate migration properties of the three
methods using simulated signal decays. Our objective is to identify the method that exhibits the
best performance, and subsequently, this method will be used in the presented analysis.

We reconstruct the kinematic variables for the simulated samples with three methods, respec-
tively. For each correctly reconstructed signal decay, we compute the difference, also referred to
as the residual, between the reconstructed values and the values used to generate these events.
The resulting distributions of these differences are shown in Fig. 5.2 for the kinematic variables
F, cos \

✓
, cos \

+
, and j.

Generally, we observe that the ROE method produces distributions with the best core resolution.
This phenomenon is as expected because, when there are no missing particles in the ROE and
when tracks and clusters are accurately reconstructed, the ROE method provides a more precise
estimation of the ⌫ direction compared to the other two methods.

On the other hand, we also note that the ROE method consistently yields distributions with the
longest tails. This can be attributed to situations where the ROE reconstruction is influenced by
missing particles and detector acceptance, leading to a substantial deviation between the chosen
direction and the true ⌫ direction. As a result, the determination of kinematic variables based on
this inaccurate direction becomes less precise when compared to the weighted average of the ten
directions on the cone.

The distributions in Fig. 5.2 are not standard Gaussian distributions. To be resistant to skewness,
we calculate and summarize medians as well as the 15.865% and 84.135% percentiles of the
residuals in Table 5.1 and Table 5.2, respectively. While the medians from different methods
exhibit minimal variation, the new combined method results in a narrower spread around the
median, with 68.27% of events falling within this range, compared to the other two methods.

In addition to comparing medians and percentiles, we also assess the migration properties. In
this context, elements of migration matrices are defined as conditional probabilities of events
being reconstructed in a specific bin 8 of the recoil parameter or decay angle, given that the true

49
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FIG. 9. The residual of the generated and reconstructed values of the kinematic variables
w, cos ✓`, cos ✓V and �. The three compared methods are: diamond frame, ROE, and the
combined approach.

99.73% of the values lie within one, two and three standard deviation respectively,452

we extract the 15.865% and 84.135% percentiles of the residuals. The results are453

listed in table VI. 68.27% events should accumulate around the median between the454

two percentiles.455

Variables Diamond frame ROE Combined method

w 0.00245162 0.0010726 0.0010175

cos ✓` -0.00802267 -0.00570068 -0.00517834

cos ✓V 0.00377864 0.00384808 0.00383872

� -0.0073899 0.00038576 -0.00100613

TABLE V. The medians of the residuals of w, cos ✓`, cos ✓V and � reconstructed using
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Estimating the B Frame
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Background Subtraction

ΔM = mD* − mDcos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 | ⃗p B | | ⃗p D*ℓ |
2D Fit of

Fit each bin of the kinematic variable, unfold and correct for selection eff.

7

FIG. 3. The reconstructed overall distributions of cos ✓BY and �M . The B0 ! D⇤+e�⌫̄e channel is shown on the left column
and the B0 ! D⇤+µ�⌫̄µ is shown on the right column. The simulated samples are weighed based on integrated luminosities.
The hatched area represents the statistical uncertainty due to the finite MC sample size, and systematic uncertainty arising
from the lepton identification, slow pion reconstruction, and tracking efficiency of K, ⇡, and `.

We determine the partial decay rates of a given kine-395

matic bin x using the unfolded yields ⌫unfolded
x via396

��x =
⌫unfolded
x

✏xNB
0B(D⇤+ ! D0⇡+)B(D0 ! K�⇡+)⌧B0

,

(25)
with ✏x denoting the reconstruction efficiency and accep-397

tance, and ⌧B0 denoting the B0 meson lifetime [37]. NB
0398

is the number of B0 mesons in the analyzed data set and399

further discussed in Sec. VII. The resulting partial decay400

rates and uncertainties are listed in Table II.401

C. Statistical correlations402

To analyze the measured partial decay rates simulta-403

neously, we determine the full statistical correlation of404

the four measured projections. This is done using a boot-405

strapping approach [38], which samples the analyzed data406

set by creating 10000 replicas using sampling with re-407

placement. Furthermore, the total number of sampled408

events in each replica is varied according to the statis-409

tical uncertainty of the full data set. Each replica is410

analyzed using the full analysis procedure (background411

subtraction, unfolding). The obtained statistical correla-412

tions can be found in Appendix E.413

VII. SYSTEMATIC UNCERTAINTIES414

Several systematic uncertainties affect the measured415

partial rates. They are grouped into uncertainties stem-416

ming from the background subtraction and uncertain-417

ties affecting the unfolding procedure and the efficiency418

corrections. A detailed breakdown for each measured419

differential decay rate is given in Appendix D. The sta-420

tistical and systematic correlation matrices are given in421

Appendix E.422
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Chapter 6 Measurement of partial decay rates

Figure 6.1: Scatter plots illustrate the signal (top), true ⇡⇤ background (bottom left), and fake ⇡⇤ background
(bottom right) components on the coordinate plane defined by the cos \

⌫.
and �" variables. Each point

represents a reconstructed candidate.

peak near �" = 0.145 GeV/22. Additionally, the cos \
⌫.

variable distinguishes signal events
from the true ⇡

⇤ backgrounds.
For each fit, we adopt the following bin granularity, consisting of a total of 16 bins across two

dimensions:

• Four bins in cos \
⌫.

spanning [�4.0,�2.5, �1.0, 1.0, 2.0].

• Four equidistant �" bins spanning 0.141 GeV/2
2 to 0.156 GeV/2

2.

This coarse binning strategy mitigates the sensitivity to the exact modeling of the simulated
detector response and resolution.

The histogram fits rely on simulated samples, where the expected number of events in bin 8 of
cos \

⌫.
and �" is represented as

a
exp
8

(a
:
, )) =

’
:

a
:
5

MC
8:

()) , (6.2)

where a
:

represents the yield for the event category : that we aim to determine. These event
categories include the signal, true ⇡

⇤ background, and fake ⇡
⇤ background. Additionally, 5MC

8:

56

2D separation 
power :
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Also focus initially on 1D projections: 

Fit 

FIG. 47. Post fit plots of cos ✓BY in each w bin (e mode)
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FIG. 48. Post fit plots of �M in each w bin (e mode)
101

ΔM = MD* − MDcos θBY



Florian Bernlochner 

Also focus initially on 1D projections: 
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FIG. 47. Post fit plots of cos ✓BY in each w bin (e mode)
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FIG. 48. Post fit plots of �M in each w bin (e mode)
101

ΔM = MD* − MDcos θBY

Correct for migration effects:
8

FIG. 4. The migration matrices of the reconstructed kinematic variables in the B0 ! D⇤+e�⌫̄e decay. The values in the figures
are the migrations in %.

A. Background subtraction423

The background subtraction is sensitive to the signal424

and background template shapes in cos ✓BY and �M . To425

validate the modeling, we reconstruct a sample of same-426

sign D⇤+`+ events, which are free of our signal decay.427

We observe a fair agreement in the analyzed range of428

cos ✓BY , but observe some deviations from the MC pre-429

diction for cos ✓BY > 2.5. We derive correction factors430

for both background templates using D⇤+`+ events. We431

use the high �M region to derive a correction factor432

for fake D⇤ contributions, and the region near �M of433

0.145 GeV/c2 to determine a correction for the true D⇤
434

contribution. Those obtained correction factors are in435

the range of [0.85, 1.15]. The full difference between ap-436

plying and not applying this correction is taken as the437

systematic uncertainty from the background modelling.438

The systematic uncertainties from the correction factors439

are treated as uncorrelated.440

B. Statistical uncertainty from finite MC samples441

We propagate the statistical uncertainty from the lim-442

ited size of the MC sample into the signal and background443

shapes, migration matrices, and signal efficiencies. For444

the signal and background shapes, we use nuisance pa-445

rameters to allow the template shapes in cos ✓BY and446

�M to vary within their statistical uncertainties. The447

uncertainties associated with finite MC samples are un-448

correlated given that they are determined independently449

bin-by-bin.450

C. Lepton identification451

The lepton identification (ID) efficiencies for electron452

and muon identification are studied with the J/ !453

`+`�, e+e� ! `+`�(�) and e+e� ! (e+e�)`+`� (with454

` = e, µ) channels. We use bin-wise correction factors as455

a function of the laboratory momentum and polar angle456

of the lepton candidates. To determine the uncertain-457

ties, we produce 400 replicas of the bin-wise correction458

factors, that fluctuate each factor within its uncorrelated459

statistical error and its correlated systematic uncertainty.460

For each replica, the template shapes, migration matrices461

and efficiencies are redetermined and the signal extrac-462

tion procedure is repeated.463
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FIG. 5. Comparison of the fitted partial decay rates with 1� uncertainties in the BGL and CLN parameterizations to the
unfolded experimental data (shown as error bars). Note that the BGL (hatched) band almost completely overlays the CLN
(solid) band.

the predictions of [13, 43] assuming lepton flavor univer-575

sality and with previous measurements [14, 44]. The fully576

correlated systematic uncertainties, e.g., the tracking ef-577

ficiency, the number of B0 mesons, and the branching578

fractions of the D⇤+ and D0 decays cancel in the ratio.579

From the partial decay rate of cos ✓`, we determine the
angular asymmetry AFB in the full phase space of w:

AFB =

R
1

0
d cos ✓`d�/d cos ✓` �

R
0

�1
d cos ✓`d�/d cos ✓`

R
1

0
d cos ✓`d�/d cos ✓` +

R
0

�1
d cos ✓`d�/d cos ✓`

,

(37)

With AFB one can also test the lepton flavor universality
by analyzing the difference of

�AFB = Aµ
FB

�Ae
FB . (38)

We find

Ae
FB = 0.228± 0.012± 0.017 , (39)

Aµ
FB

= 0.211± 0.011± 0.021 , (40)

and

�AFB = (�17± 16± 12)⇥ 10�3 . (41)

From the measured cos ✓V distribution, we determine
the longitudinal D⇤ polarization fraction FL via

1

�

d�
d cos ✓V

=
3

2

✓
FL cos2 ✓V +

1� FL

2
sin2 ✓V

◆
, (42)

and find580

F e
L = 0.520± 0.005± 0.005 , (43)

Fµ
L = 0.527± 0.005± 0.005 , (44)

and

�FL = 0.007± 0.007± 0.006 , (45)

with �FL = Fµ
L � F e

L.581

The obtained angular asymmetry and longitudinal po-582

larization for B0 ! D⇤+e�⌫̄e and B0 ! D⇤+µ�⌫̄µ and583

their difference between the e channel and µ channel584

agree with the SM prediction of Refs. [13, 43]. Note that585

the AFB in Ref. [13] is determined from a slightly re-586

duced phase space: w 2 [1, 1.5], its impact on the SM587

expectation is at order 10�4 [43].588

Our values are compatible with the determination of589

�AFB and �FL of Ref. [13, 14] within 2.3 and 1.2 stan-590

dard deviations, respectively. Recently Ref. [42] also de-591

termined these quantities and we observe in good agree-592

ment for AFB and FL for electrons and muons and their593

differences.594
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FIG. 5. Comparison of the fitted partial decay rates with 1� uncertainties in the BGL and CLN parameterizations to the
unfolded experimental data (shown as error bars). Note that the BGL (hatched) band almost completely overlays the CLN
(solid) band.

the predictions of [13, 43] assuming lepton flavor univer-575

sality and with previous measurements [14, 44]. The fully576

correlated systematic uncertainties, e.g., the tracking ef-577

ficiency, the number of B0 mesons, and the branching578

fractions of the D⇤+ and D0 decays cancel in the ratio.579

From the partial decay rate of cos ✓`, we determine the
angular asymmetry AFB in the full phase space of w:

AFB =

R
1

0
d cos ✓`d�/d cos ✓` �

R
0

�1
d cos ✓`d�/d cos ✓`

R
1

0
d cos ✓`d�/d cos ✓` +

R
0

�1
d cos ✓`d�/d cos ✓`

,

(37)

With AFB one can also test the lepton flavor universality
by analyzing the difference of

�AFB = Aµ
FB

�Ae
FB . (38)

We find

Ae
FB = 0.228± 0.012± 0.017 , (39)

Aµ
FB

= 0.211± 0.011± 0.021 , (40)

and

�AFB = (�17± 16± 12)⇥ 10�3 . (41)

From the measured cos ✓V distribution, we determine
the longitudinal D⇤ polarization fraction FL via

1

�

d�
d cos ✓V

=
3

2

✓
FL cos2 ✓V +

1� FL

2
sin2 ✓V

◆
, (42)

and find580

F e
L = 0.520± 0.005± 0.005 , (43)

Fµ
L = 0.527± 0.005± 0.005 , (44)

and

�FL = 0.007± 0.007± 0.006 , (45)

with �FL = Fµ
L � F e

L.581

The obtained angular asymmetry and longitudinal po-582

larization for B0 ! D⇤+e�⌫̄e and B0 ! D⇤+µ�⌫̄µ and583

their difference between the e channel and µ channel584

agree with the SM prediction of Refs. [13, 43]. Note that585

the AFB in Ref. [13] is determined from a slightly re-586

duced phase space: w 2 [1, 1.5], its impact on the SM587

expectation is at order 10�4 [43].588

Our values are compatible with the determination of589

�AFB and �FL of Ref. [13, 14] within 2.3 and 1.2 stan-590

dard deviations, respectively. Recently Ref. [42] also de-591

termined these quantities and we observe in good agree-592

ment for AFB and FL for electrons and muons and their593

differences.594
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To propagate the impact on the measurement, we pro-476

duce 400 replicas of the correction weights, taking into477

account statistical and systematic correlations. For each478

replica, template shapes, migration matrices and efficien-479

cies are redetermined and the signal extraction is re-480

peated.481

F. Number of B0 mesons482

The number of BB pairs, NBB = (198± 3) ⇥ 106, is
used to determine the total number of neutral B0 mesons:

NB
0 = 2NBB (1 + f+0)

�1, (26)

with f+0 = B(⌥(4S) ! B+B�)/B(⌥(4S) ! B0B
0

) =483

1.065± 0.052 [39]. The uncertainty from both NBB and484

f+0 are propagated into the measured partial decay rates.485

G. External branching fractions486

In Eq. (25), the values of B(D⇤+ ! D0⇡+) = (67.7 ±487

0.5)%, B(D0 ! K�⇡+) = (3.947± 0.030)%, and the B0
488

lifetime ⌧B0 = (1.519±0.004) ps are taken from Ref. [37].489

The uncertainties from each source across bins of kine-490

matic variables are fully correlated.491

H. Signal model dependence492

The simulated B0 ! D⇤+`�⌫̄` samples is used to de-493

rive migration matrices and efficiency corrections. This494

introduces a residual dependence on the assumed model495

into the presented results. We use the central values and496

3� uncertainties of Ref. [36] to assess the size of this error.497

The size of this uncertainty is smaller than the experi-498

mental uncertainties and in most bins does not exceed499

1%. In the cos ✓` bin of [�1,�0.4] it is 4% and compara-500

ble to other uncertainties due to the low reconstruction501

efficiency.502

VIII. RESULTS503

By summing the partial decay rates of all kinematic
variables we obtain the total rate and by averaging over
the total rates of w, cos ✓`, cos ✓V , and � we obtain the
branching fractions

B(B0 ! D⇤+e�⌫̄e) = (4.92± 0.03± 0.22)% , (27)

B(B0 ! D⇤+µ�⌫̄µ) = (4.93± 0.03± 0.24)% , (28)

where the first and second errors are the statistical and
systematic uncertainties. The average is calculated as

B(B0 ! D⇤+`�⌫̄`) = (4.92± 0.02± 0.22)% , (29)

which is compatible with the current world average:504

(4.97± 0.12)% [37].505

As we determine the projections to the same data, re-506

dundant degrees of freedom are present in the measured507

partial decay rates for electrons and muons. These are re-508

moved before analyzing the measured distributions: We509

normalize the decay rates and use the total averaged de-510

cay rate in the following. To determine form factors and511

|Vcb| we further average the electron and muon rates, un-512

less stated otherwise.513

We analyze the observed averaged normalized decay514

rates ��obs
i /� and total rate �obs by constructing a �2

515

function of the form516

�2 =
34X

i,j

 
��obs

i

�obs � ��pre
i

�pre

!
C�1

ij

 
��obs

j

�obs �
��pre

j

�pre

!

(30)

+
(�obs � �pre)2

�2

�

,

where i and j denote the bin indices of the measured517

bins in w, cos ✓`, cos ✓V , and � and ��pre
i /� and �pre

518

the predicted values expressed as functions of the form-519

factor parameters and |Vcb| [16, 17, 19]. Further, C is the520

experimental covariance matrix on the normalized rates.521

The input parameters used in the measurement, e.g.
GF , B meson mass, etc. are summarized in Appendix A.
The expansion of BGL form factors must be truncated
at a given order. For this we use a nested hypothesis
test as proposed in Ref. [40]. We accept a more com-
plex model with one additional expansion parameter over
a simpler one if the improvement in �2 is at least one.
We further test that the inclusion of the new expansion
paramter does not introduce a correlation of more than
95% in any of the fitted parameters to avoid over-fitting
and blind directions, i.e., flat directions in the �2 con-
tour. We identify na = 1, nb = 2, nc = 2 and in the fits
absorb |Vcb| and the form-factor normalization into the
fitted expansion coefficients xi,

x̃i = |Vcb| ⌘EW F(1)xi , (31)

where ⌘EW is a small electroweak correction. The ob-
tained values and correlations are listed in Table III and
|Vcb| is determined with the relationship:

|Vcb|⌘EWF(1) =
1

p
mBmD

⇤

 
|b̃0|

Pf (0)�f (0)

!
. (32)

Using F(1) = 0.906±0.013 [9] and ⌘EW = 1.0066 [41] we
determine

|Vcb|BGL = (40.6± 0.3± 1.0± 0.6)⇥ 10�3. (33)

where the first, second, and third error are statistical,522

systematic, and from the LQCD prediction of F(1), re-523

spectively. We find a p-value of 15% for the fit.524
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TABLE III. Fitted BGL expansion coefficients and their cor-
relations.

Values Correlations �2/ndf
ã0 ⇥ 103 0.91± 0.05 1 0.32 �0.28 0.06

39/31
b̃0 ⇥ 103 0.54± 0.01 0.32 1 �0.38 �0.43

b̃1 ⇥ 103 �0.36± 0.31 �0.28 �0.38 1 0.57

c̃1 ⇥ 103 �0.05± 0.03 0.06 �0.43 0.57 1

TABLE IV. Fitted CLN parameters and |Vcb| and correla-
tions.

Values Correlations �2/ndf
⇢2 1.23± 0.06 1 0.38 -0.81 0.3

39/31
R1(1) 1.18± 0.06 0.38 1 -0.54 -0.06
R2(1) 0.88± 0.04 -0.81 -0.54 1 -0.09

|Vcb|⇥ 103 40.2 ± 1.1 0.3 -0.06 -0.09 1

Fitting the normalized decay rates and the total decay
rate with the CLN parametrization we find

|Vcb|CLN = (40.2± 0.3± 0.9± 0.6)⇥ 10�3 , (34)

with a p-value of 16%. The fitted parameters and correla-525

tions are listed in Table IV. Fig. 5 compares the measured526

partial decay rates with the fitted shapes.527

A breakdown of the systematic uncertainties for both528

fits are provided in Table V and Table VI for the BGL529

and CLN parameterizations respectively. The largest un-530

certainty on |Vcb| stems from the knowledge of the slow531

pion reconstruction efficiency followed by the uncertainty532

in the external input f+0, which is used to convert the533

number of counted B-meson pairs into the number of B0
534

mesons.535

A. Sensitivity to LQCD results at nonzero recoil536

In Ref. [10] LQCD predictions for the B0 ! D⇤+`�⌫̄`537

form factores beyond zero recoil were reported. We com-538

pare our data with these predictions using two scenarios:539

• Inclusion of predictions beyond zero recoil for540

hA1
(w) at w = [1.03, 1.10, 1.17].541

• Inclusion of predictions beyond zero recoil for542

hA1
(w), R1(w), and R2(w) at w = [1.03, 1.10, 1.17].543

To include beyond zero recoil information, we add to544

Eq. (30) a term of the form545

�2

LQCD =
X

ij

(FLQCD
i �F pre

i )C�1

ij (FLQCD
j �F pre

j ) . (35)

Here FLQCD
i denotes the lattice data on hA1

(w) and/or546

R1(w), R2(w). F exp
i represents the corresponding value547

TABLE V. Composition of the relative uncertainties (in per-
cent) for the BGL form factors in a fit of the B0 ! D⇤+`�⌫̄`
decay. Because of the absorption of |Vcb| and the form-factor
normalization (see Eq. (31)), the fitted parameters x̃i are af-
fected by the uncertainties that only have an impact on the
overall normalization.

ã0 b̃0 b̃1 c̃1

Statistical 3.3 0.8 55.3 41.1

Finite MC samples 1.3 0.3 22.2 16.7

Signal modelling 2.8 0.6 48.8 34.3

Background subtraction 1.2 0.4 30.5 20.4

Lepton ID efficiency 1.3 0.3 3.3 2.7

Slow pion efficiency 1.7 1.5 19.9 19.0

Tracking of K, ⇡, ` 0.5 0.4 0.4 0.4

NBB 0.8 0.8 0.8 0.7

f+�/f00 1.3 1.3 1.2 1.2

B(D⇤+ ! D0⇡+) 0.4 0.4 0.4 0.3

B(D0 ! K�⇡+) 0.4 0.4 0.4 0.4

B0 lifetime 0.1 0.1 0.1 0.1

Total 5.4 2.5 85.3 62.7

expressed in terms of form-factor parameters. As we now548

explicitly include normalization information on the form549

factors into the fit, we directly fit for the BGL coefficients550

without absorbing |Vcb| and ⌘EW.551

The fitted results in BGL and CLN parameterization552

are summarized in Tables VII and VIII, respectively. The553

inclusion of beyond zero recoil information for hA1
re-554

sults in a small downward shift on the central value for555

|Vcb| if we use the BGL form-factor expansion. The CLN556

fits show a small upward shift. The inclusion of the full557

beyond zero recoil information shifts |Vcb| significantly558

and the determined fit shapes in hA1
, R1, and R2 show559

large disagreements. This is consistent with the results560

of Ref. [42]. The BGL fits of both scenarios are shown561

in Fig. 6 with the beyond zero recoil LQCD predictions562

of Ref. [10]. The agreement can be improved if more563

BGL expansion parameters are included: In Appendix F564

we repeat the nested hypothesis test to determine the565

ideal truncation order with the full lattice information in-566

cluded (hA1(w), R1(w), R2(w)) and find na = 3, nb = 1,567

nc = 3. With 6 expansion coefficients we find a p-value568

of 21%.569

B. Lepton flavor universality test570

We report a value for the ratio of the B0 ! D⇤+e�⌫̄e571

and B0 ! D⇤+µ�⌫̄µ branching fractions572

Re/µ = 0.998± 0.009± 0.020, (36)

where the first error is statistical and the second is from573

systematic uncertainties. The ratio is compatible with574

BGL truncation order 
determined using Nested 
Hypothesis Test

Lepton momentum 
cut
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Appendix F: Nested hypothesis test828

A nested hypothesis test is carried out to determine the truncation of the BGL form-factor expansion order. It829

start from na = 1, nb = 1, nc = 2 (Note that the value of c0 is determined from b0 parameter via Eq. (14)) to allow830

at least one degree of freedom from each contributing form factor. We require all correlations between form-factor831

parameters are smaller than 95%, and ��2 = �2

N � �2

N+1 > 1, when one of the expansion of g(z), f(z), or F1(z) is832

extended to a higher order.833

1. Test without LQCD input834

In this scenario, we only fit experimental data without LQCD predictions. The fitted |Vcb| values, minima of the835

�2, and numbers of degree of freedom for different BGL expansion orders are summarized in Table XIII. The fitted836

form-factor parameters with the optimal expansion order na = 1, nb = 2, and nc = 2 are summarized in the main837

text in Table III.838

TABLE XIII. Summary of the nested hypothesis test without LQCD input. The ⇢max column records the greatest off-diagonal
correlation coefficients. The optimal expansion order is highlighted in bold.

(na, nb, nc) |Vcb|⇥ 103 ⇢max �2 Ndf p-value
(1, 1, 2) 40.2± 1.1 0.28 40.5 32 14%
(2, 1, 2) 40.1± 1.1 0.97 38.6 31 16%
(1, 2, 2) 40.6±1.2 0.57 39.1 31 15%
(1, 1, 3) 40.1± 1.1 0.97 40 31 13%
(2, 2, 2) 40.2± 1.3 0.99 38.6 30 13%
(1, 3, 2) 39.8± 1.3 0.98 37.6 30 16%
(1, 2, 3) 40.5± 1.2 0.97 39 30 13%

2. Test with LQCD constraints on hA1
839

In this scenario, we fit experimental data and the LQCD predictions on hA1
(w) at w = [1.03, 1.10, 1.17] simulta-840

neously. The obtained |Vcb| values, minima of the �2, and numbers of degree of freedom corresponding to different841

truncations are summarized in Table XIV. na = 1, nb = 3, and nc = 2 is determined as the optimal expansion order.842

The fitted parameters and their correlations are summarized in Table XV.843

TABLE XIV. Summary of the nested hypothesis test when LQCD predictions on hA1
(w) are taken into account.

(na, nb, nc) |Vcb|⇥ 103 ⇢max �2 Ndf p-value
(1, 1, 2) 40.0± 1.2 0.62 40.5 34 21%
(2, 1, 2) 39.9± 1.2 0.97 38.6 33 23%
(1, 2, 2) 40.3± 1.2 0.59 39.4 33 21%
(1, 1, 3) 39.9± 1.2 0.97 40 33 19%
(2, 2, 2) 40.0± 1.2 0.98 38.6 32 20%
(1, 3, 2) 40.2±1.2 0.89 38.3 32 21%
(1, 2, 3) 40.2± 1.2 0.97 39.3 32 18%
(2, 3, 2) 40.2± 1.3 0.99 38.3 31 17%
(1, 4, 2) 40.0± 1.2 0.97 36.6 31 22%
(1, 3, 3) 40.2± 1.2 0.96 38.3 31 17%



Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
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# 76Exclusive measurements of b → uℓν̄ℓ

Tagged strategy very similar, but cross feed from different 
modes (e.g. ) and large backgrounds from 

   (+ other B decays)  and continuum
B → ρℓν̄ℓ

B → D(*)ℓν̄ℓ

Amount of background strongly changes as a 
function of q2

(a)
(b)

FIG. 1: (a)Sketch of the ✓BY cone that is used in the prediction of the B momentum using
the Diamond Frame technique [2]. (b) Outline of the setup of the ROE method.

FIG. 2: Resolution in q
2 achieved by using the Diamond Frame technique, the ROE
method and the combined method.

Beam-constrained Mass and Energy Di↵erence

We can exploit our knowledge of the single-beam energy, E
⇤
beam

, in order to test the
kinematic consistency of a reconstructed B meson candidate with a signal B meson. The
invariant mass of the B meson can be calculated, but using, instead of the reconstructed

8

Can reconstruct  with the same method as for q2

B → D*ℓν̄ℓ

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

FIG. 10: MC distributions of cos ✓BY for the (a)-(f) B
0 ! ⇡

±
e⌫ and (g)-(l) B

0 ! ⇡
±
µ⌫

modes. The selection is also shown, as are the signal shapes.

23

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

FIG. 10: MC distributions of cos ✓BY for the (a)-(f) B
0 ! ⇡

±
e⌫ and (g)-(l) B

0 ! ⇡
±
µ⌫

modes. The selection is also shown, as are the signal shapes.

23

q2 < 4 GeV2

continuum

q2 ∈ [4,8] GeV2 q2 > 20 GeV2

B → Xcℓν̄ℓ

B → Xuℓν̄ℓ



# 77Exclusive measurements of b → uℓν̄ℓ

q1 q2 q3 q4 q5 q6

Thrustsig

cc3

cc2

ThrustROE

�lab
miss

cc1

cos �Thrust

cos �BY

3 20 34 56 41 23

5 5 8 4 2 3

5 8 13 4 5 5

8 5 5 5 5 5

9 17 24 25 32 38

13 10 11 4 5 13

69 53 44 42 47 54

88 83 61 59 63 59

low

high

(a) continuum suppression

q1 q2 q3 q4 q5 q6

nCleanedTracks

cos �p,ip

�lab
miss

cos �XY
p,ip

pROE

cos ���

�2
Fit

cos �BY

2 2 1 2 3 9

5 6 5 5 5 5

7 11 11 9 7 8

7 12 9 7 5 5

14 22 24 24 21 23

20 22 27 37 49 32

51 82 88 86 80 74

96 43 34 31 30 44

low

high

(b) BB suppression

FIG. 13: The training variables and their relative importance in each q
2 bin for the

continuum (left) and BB (right) suppression BDTs.

(a) continuum suppression (b) BB suppression

FIG. 14: ROC curves for the BDTs trained in the six q
2 bins for the continuum (left) and

BB (right) suppression BDTs. The areas under the ROC curves are given.

5.2. Classifier Selection

The selection on the BDT output classifiers is performed separately for each q
2 bin and

chosen to obtain the highest FOM:

FOM =
Nsigp

Nsig + Nbkg

, (9)

where Nsig and Nbkg are the number of signal and background events. This is a measure of
the signal significance. The output classifiers in the sideband are shown in Figure 15. We
select electron events with output classifier values greater than: (0.82, 0.65, 0.61, 0.68, 0.82,
0.85), from lowest to highest q

2 bin. The thresholds for muon events are (0.79, 0.74, 0.71,
0.70, 0.79, 0.90). The signal e�ciencies for each q

2 bin are shown in Figure 17.
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Continuum BB

Need strong multivariate suppression to carry out analysis : 


Due to different S/B and shapes, train separate one for each BDT bin



(a) q1 (b) q2 (c) q3

(d) q1 (e) q2 (f) q3

(g) q4 (h) q5 (i) q6

(j) q4 (k) q5 (l) q6

FIG. 35: Prefit distributions of �E and Mbc for the electron mode.

50

(a) q1 (b) q2 (c) q3

(d) q1 (e) q2 (f) q3

(g) q4 (h) q5 (i) q6

(j) q4 (k) q5 (l) q6

FIG. 35: Prefit distributions of �E and Mbc for the electron mode.

50

After BDT selection : 

p*B = pπ + pℓ + pmissE*B = Eπ + Eℓ + Emiss

ΔE = E*B − E*beam = E*B − s /2 Mbc = E* 2
beam − p*B = s/4 − p*B

pmiss = (Emiss, pmiss) = − pROE
Built from clusters

& tracks of ROE



Final Spectrum :

The first error is statistical, the second systematic and the third error is theoretical. We
first separate the experimental from the theoretical error using toys. We generate toys by
varying the partial branching fractions that are used as inputs using their total covariance
matrix. We generate 200 of such variations and perform the �

2 fit 200 times, always using
the nominal covariance matrix and lattice constraints in the calculation of �

2. From the
width of the toy |Vub| value distribution we obtain the experimental error, and thus also the
theoretical contribution. In a similar manner we then proceed to separate the statistical from
the systematic contribution. Again, 200 toy branching fraction distributions are created,
but this time using the statistical covariance matrix of the averaged branching fraction
results. From the resulting toy |Vub| distribution, we obtain the statistical contribution to
the experimental uncertainty.

The postfit distribution using the above value of |Vub| and the BCL parameters resulting
from the fit is shown in Figure 51. The one, two and three sigma uncertainty bands are also
shown.

(a)

FIG. 51: Post-|Vub|-fit partial branching fractions as a function of q
2 for the combination of

the B
0 ! ⇡

±
e⌫ and B

0 ! ⇡
±
µ⌫ modes. We show the one, two and three sigma
uncertainty bands.

12.3. ⇡`⌫ Form Factor Consistency

Lastly, we would like to check whether our measured B
0 ! ⇡

±
`⌫ form factor parameters

produce results consistent with our input parameters. To do this we reweight our signal
templates separately for the electron and muon mode using the eight values of the form
factor parameters obtained from the |Vub| fit. We then fit the experimental data using
the new signal templates. The thus measured partial branching fractions and |Vub| are all
consistent with the nominal fit results.
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combined data & 

Lattice QCD fit



Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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! Function of Lorentz vectors and scalars of the decay ! p
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! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
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* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor
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Overview B → Xcℓν̄ℓ

Vqb
W −

−

ν̄
b

qu

u

Inclusive  |Vcb |

Operator Product Expansion (OPE)

Established approach: Use spectral moments (hadronic mass moments, lepton energy 
moments etc.) to determine non-perturbative matrix elements (ME) of OPE and extract |Vcb| 

Bad news: number of these matrix elements increases if one increases expansion in 1/mb,c

Inclusive 𝐵 → 𝑋𝑐ℓ ҧ𝜈ℓ

9/19/2023 Markus Prim 3

ℓ−

ҧ𝜈ℓ
𝑊−

𝑏

𝑐ത𝑢

ത𝑢

𝑉𝑐𝑏

𝐵− Agnostic with respect 
to the hadronic system

𝑋𝑐

HQE parameters must 
be extracted from data

The theoretical framework is Operator Product Expansion (OPE)
and Heavy Quark Expansion (HQE)

𝑑Γ = 𝑑Γ0 + 𝑑Γ𝜇𝜋
𝜇𝜋2

𝑚𝑏
2 + 𝑑Γ𝜇𝐺

𝜇𝐺2

𝑚𝑏
2 + 𝑑Γ𝜌𝐷

𝜌𝐷3

𝑚𝑏
3 + 𝑑Γ𝜌LS

𝜌LS3

𝑚𝑏
3 + 𝒪( Τ1 𝑚𝑏

4)

𝑑Γ are calculated 
perturbatively

𝜇𝜋, 𝜇𝐺, 𝜌𝐷, 𝜌𝐿𝑆 encapsulate 
non-perturbative dynamics

Fael, Schönwald, Steinhauser
Phys. Rev. D 104, 016003 (2021)

requires the spectral 
moments of 𝐵 → 𝑋𝑐ℓ𝜈 

Available at 𝒪(𝛼𝑠3)

Challenge: Proliferation of 
HQE parameters at higher order

Talk by Keri Vos
“HQE in inclusive SL decays”
Talk by Keri Vos
“HQE in inclusive SL decays”
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9/19/2023 Markus Prim 4

First raw moment: Mean
Measures the location

Second central moment: Variance
Measures the spread

Third central moment: Skewness
Measures asymmetry

Fourth central moment: Kurtosis
Measures “tailedness”

𝜇𝑛 = න
−∞

−∞
𝑥 − 𝑐 𝑛𝑓 𝑥 𝑑𝑥

Raw moment: 𝑐 = 0
Central moment: 𝑐 = Mean

• The moments are 
measured with cut-offs 
in the distribution

• Data points are highly-
correlated

Spectral Moments of a Distribution

9/19/2023 Markus Prim 4

First raw moment: Mean
Measures the location

Second central moment: Variance
Measures the spread

Third central moment: Skewness
Measures asymmetry

Fourth central moment: Kurtosis
Measures “tailedness”

𝜇𝑛 = න
−∞

−∞
𝑥 − 𝑐 𝑛𝑓 𝑥 𝑑𝑥

Raw moment: 𝑐 = 0
Central moment: 𝑐 = Mean

• The moments are 
measured with cut-offs 
in the distribution

• Data points are highly-
correlated

Illustrations by Markus Prim

Moments are measured with progressive cuts in the distribution 

→ highly correlated measurements
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How to measure spectral moments
Key-technique: hadronic tagging

Can identify Xc 
constituents

q2 = (psig − pXc)
2

MX = (pXc
)μ(pXc

)μ

7

FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

Hadronic Tagging

with Belle II algorithm (FEI)

[Full Event Interpretation, T. Keck et al,

Comp. Soft. Big. Sci 3 (2019), 
arXiv:1807.08680]

Signal

Continuum
B Bkg.

Signal
B Bkg.

Continuum
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where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

Improved Hadronic Tagging

using Belle II algorithm 

(ca. 2 times more efficient)

[Full Event Interpretation, T. Keck et al,

Comp. Soft. Big. Sci 3 (2019), 
arXiv:1807.08680]
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.

Use kinematic fit 
to improve 
resolution on q2
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Measurement in a nutshell

Event-wise Master-formula

Step #1: Subtract Background

Determine 
Background 
normalizations 
by fitting  MX
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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FIG. 4. MX and q2reco spectra with B ! Xc ` ⌫̄` and back-
ground components normalized to the results of the MX fits
are shown for q2reco > 1.5GeV2/c40.

granularity than used in the fit. The agreement is fair
and the p value from a �2 test for the q2reco distribution
in the range of 1.5� 15GeV2/4 is 30%.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2reco via

wi(q
2
reco) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

with ni the observed events in bin i of q2reco. Further, f̃i
are the fractions of events for a given background cat-
egory estimated from the simulation, and ⌘̃ denote the
sum of the number of background events from the MX

fits.
We calculate a continuous signal probability w(q2reco)

by interpolating the binned distribution with smoothed
cubic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2reco)
increases towards large q2reco.

FIG. 5. Binned signal probability wi for q2reco > 1.5GeV2/c40
together with a smoothed cubic-spline fit (dark red). In addi-
tion, variations of the signal spline fit (light red) determined
with bootstrap replicas are shown.

B. q2
Calibration

The q2reco distribution is calibrated exploiting the linear
relationship between reconstructed and generated mo-
ments. Figure 6 shows the linear relationship for sim-
ulated events for the first moment and as functions of q2
threshold between the reconstructed and true q2 distri-
bution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via
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where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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FIG. 6. The linear calibration function for the first moment.
The first moments are shown as a function of the minimum
q2 requirement on the reconstructed and true underlying q2

distributions.

determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the re-
constructed and generated q2 threshold. The Cgen fac-
tors vary between 0.90 and 1.00 with lower q2 selection
threshold values tending to have more sizeable correc-
tions. More details on the event-wise calibration can be
found in Appendix C.

C. Closure Tests & Stability Checks

We use simulated samples to test the robustness of
measurement method and the background subtraction.
Closure tests are carried out with ensembles built from
independent simulated samples. We observe small devi-
ations of 0.01% to 0.66% caused by imperfections in the
interpolation of w(q2reco) in the extracted q2 moments.
This deviation is treated as a systematic uncertainty, see
Section V.

We also test the impact of systematically altered gen-
erated q2 shapes for B ! Xc ` ⌫̄`. The altered shapes
are obtained by completely removing the non-resonant
B ! Xc ` ⌫̄` contributions or by applying scaling factors
of 2 or 0.5 to the dominant B ! D ` ⌫̄` or B ! D⇤ ` ⌫̄`
contributions. These variations are significantly outside
of the quoted uncertainties of Table I. The moments of
the samples with the altered generated q2 shapes are mea-
sured with the nominal B ! Xc ` ⌫̄` composition and the
observed biases are well within the assigned uncertain-
ties.

The consistency of the measurement for electron and
muon final states is checked by separately determining
the moments; we find good agreement.

V. SYSTEMATIC UNCERTAINTIES

Several systematic uncertainties affect the q2 moments.
Their sources can be grouped into two categories. The
first consists of systematic uncertainties originating from
background subtraction. The fit to the MX distribu-
tion assumes the composition of B ! Xc ` ⌫̄` and relies
on data-driven corrections. These and other uncertain-
ties affect w(q2reco) and must be propagated to the mo-
ments. The second category of uncertainties is related
to assumptions when calibrating the moments. Model-
ing of B ! Xc ` ⌫̄` and of the Belle II detector affects
the calibration function and the calibration factors. To
assess the effect of each uncertainty source, we derive al-
ternative sets of moments based on either a varied signal
probability function or modified calibration. The devi-
ation from the nominal result is used to estimate the
systematic uncertainty.

A. MX Fit and Background Subtraction

We include uncertainties from the signal and back-
ground compositions, MC statistics, and the data-driven
correction factors directly into the likelihood function of
the MX fit. This is achieved by introducing nuisance
parameters ✓ki for event category k and bin i, which are
constrained with multivariate gaussians in the likelihood.
The fraction of events is replaced in Eq. (14) by

fki + �ki✓kiP
j(fkj + �kj✓kj)

(19)

and �ki denotes the uncertainty on the fraction for event
category k and bin i.

The composition uncertainties of B ! Xc ` ⌫̄` are de-
termined with the branching fraction uncertainties listed
in Table I. We evaluate the uncertainties of the BGL
form-factor parameters for B ! D ` ⌫̄`, B ! D⇤ ` ⌫̄`
using a set of orthogonal parameter variations for each
decay. We include the uncertainty of the B ! Xu ` ⌫̄`
branching fraction from Ref. [35]. The efficiencies for
identifying or misidentifying leptons and hadrons are es-
timated from ancillary measurements. We assign a track
selection efficiency uncertainty of 0.69% per track on the
signal side.

We propagate uncertainties on PID and tracking ef-
ficiencies, the B ! Xu ` ⌫̄` branching fraction, and the
background yield obtained from the MX fit to wi(q

2
reco)

with all uncertainties varied according to a multivariate
Gaussian distribution. We repeat the analysis with var-
ied histograms and take the variation of the resulting
moments as the systematic uncertainties due to these
sources.

We study the impact of the choice of the smoothing
factor for the interpolation of the cubic splines used to
derive w(q2reco) and find it to be negligible.



#

15

Appendix C: Calibration Factors Ccalib and Cgen

Figs. 12 and 13 show the calibration factors Ccalib and Cgen as functions of q2 threshold. The factors are determined
using independent simulated samples of signal B ! Xc ` ⌫̄` decays. The corrections from Ccalib are small, typically
below 2%, and correct deviations from the linear relationships between reconstructed and generated moments. The
corrections from Cgen decrease with the q2 threshold.

FIG. 12. Calibration factors Ccalib applied in the calculation of the first to fourth q2 moment.
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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and second moments, the q2reco resolution from mismod-
eling of the number of charged particles in the X system,
the B ! Xc ` ⌫̄` modeling, and the uncertainty from the
background subtraction are of similar size.

The branching fraction and BGL parameter uncertain-
ties of the resonant decays B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄`
are smaller than the uncertainty due to the composition
of the higher mass states of the Xc spectrum.

At high q2 thresholds, MC simulation statistics also
can be sizeable sources of uncertainty for the first and
second moments. For the third and fourth moments, the
dominant uncertainty at high q2 thresholds is from the
mismodeling of the number of charged particles in the X
system, followed by MC simulation statistics, and B !

Xc ` ⌫̄` modeling.

VI. RESULTS

The hq2ni moments for n = 1–4 are shown in Fig. 8 for
q2 thresholds ranging from 1.5GeV2/c40 to 8.5GeV2/c40
in 0.5GeV2/c40 increments. Numerical values are given
in Appendix D in Tables II to V. Moments with simi-
lar q2 thresholds are strongly correlated. The estimated
correlation coefficients are given in Appendix E.

Figure 8 also shows the moments calculated from the
simulated B ! Xc ` ⌫̄` sample constructed with the as-
sumptions described in Section II D. The simulated mo-
ments include uncertainties from the B ! Xc ` ⌫̄` com-
position and B ! D(⇤) ` ⌫̄` BGL-form-factor parameters.
We observe a fair agreement between measured and sim-
ulated moments. We compare the raw moments for each
order with the simulated moments using �2 tests. To
obtain numerically stable results, each test only includes
measurements with correlation below 95%. The resulting
p values range from 27% to 94%.

We calculate values for the central q2 moments by ex-
panding the binomial relation

h(q2 � hq2i)ni =
nX

j=0

✓
n

j

◆
(�1)n�j

hq2jihq2i
n�j

(20)

and applying the following non-linear transformation
0

BB@

hq2i
hq4i
hq6i
hq8i

1

CCA !

0

BB@

hq2i
h(q2 � hq2i)2i
h(q2 � hq2i)3i
h(q2 � hq2i)4i

1

CCA . (21)

The covariance matrix of the central moments C 0

is calculated using Gaussian uncertainty propagation
C 0 = J C J|. Here, J is the Jacobian matrix for the
transformation in Eq. (21).

Figure 9 shows the second, third, and fourth central
moments as functions of q2 threshold. The central mo-
ments are less correlated with each other than the raw

moments, but have larger variances. We observe negative
correlations between some of the central moments. The
full correlation matrix is given in Appendix F. Compar-
isons of the measured and simulated moments using �2

tests show p values greater than 98%.
The Belle Collaboration recently presented a measure-

ment similar to this one [14]. This work provides ad-
ditional new measurements of the raw and central q2

moments with comparable precision. We present mea-
surements starting at lower q2 thresholds of 1.5, 2.0, and
2.5GeV2/c40, which retain more information about the
inclusive Xc spectrum and allow for reductions of the
uncertainty on |Vcb|. We compare the overlapping mea-
surements of the raw moments from both analyses for q2
thresholds between 3.0 and 8.5GeV2/c40 using a �2 test
including again only measurements with different lower
q2 selections having an observed correlation below 95%.
The tests yield p values between 5% and 72%. Here, we
assumed the systematic uncertainties for the simulation
of the Xc spectrum are fully correlated between the Belle
and Belle II measurements.

VII. SUMMARY AND CONCLUSION

We measure the first to fourth moments of the q2 spec-
trum of B ! Xc ` ⌫̄` from 1.5 to 8.5GeV2/c40. The pre-
cise determinations of these moments are a crucial ex-
perimental input for determinations of |Vcb| and HQE
parameters, proposed by the authors of Ref. [12]. This
analysis probes up to 77% of the accessible B ! Xc ` ⌫̄`
phase space, improving on the measurement of Ref. [14],
and includes the experimentally challenging q2 region of
[1.5, 2.5]GeV2/4. The measured moments are also trans-
formed into central moments, which are less correlated,
but have larger variances than the raw moments.

The uncertainty for the q2 moments is dominantly
systematic, with the uncertainties from the background
yield and shape, composition of the Xc system, and the
simulated detector resolution dominating. A better un-
derstanding of the detector and backgrounds will lead to
a more precise determination of the q2 moments in the
future and will allow measurements with a q2 threshold
below 1.5GeV2/c40.

Recently, a first value of |Vcb| was determined using
this measurement: Ref. [54] finds

|Vcb| = (41.70± 0.69)⇥ 10�3 , (22)

which is in good agreement with other inclusive determi-
nations.

We provide numerical results and covariance matricess
on HEPData (https://www.hepdata.net).
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Appendix F: Correlation Coefficients of the Central Moments

The experimental correlation coefficients between the first raw moment and central moments and for the central
moments of different order are shown in Fig. 16. The central moments are less correlated and some moments show
anti-correlations.

FIG. 16. Correlations between hq2i and h(q2 � hq2i)ni for n = 2–4 and for central moments of different order.
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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were determined in Ref. [53] from a fit to B ! Xc `
+ ⌫`

and B ! Xs� decay properties. At leading order, the
non-perturbative parameter aKN is related to the aver-
age momentum squared of the b quark inside the B meson
and determines the second moment of the shape function.

It is defined as aKN = �3⇤
2
/�1 � 1 with the binding en-

ergy ⇤ = mB � mKN
b and the kinetic energy parameter

�1. The hadronization of the parton-level B ! Xu `
+ ⌫`

DFN simulation is carried out using the JETSET al-
gorithm [54], producing final states with two or more
mesons. The inclusive and exclusive B ! Xu `

+ ⌫` pre-
dictions are combined using a so-called ‘hybrid’ approach,
which is a method originally suggested by Ref. [55], and
our implementation closely follows Ref. [56] and uses the
library of Ref. [57]. To this end, we combine both pre-
dictions such that the partial branching fractions in the
triple di↵erential rate of the inclusive (�B

incl
ijk ) and com-

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-

sive values. This is achieved by assigning weights to the
inclusive contributions wijk such that

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the BLNP model
of Ref. [58] and treat the di↵erence later as a systematic
uncertainty. For the b quark mass in the shape-function
scheme we use mSF

b = 4.61 GeV and µ2 SF
⇡ = 0.20 GeV2.

Figures detailing the hybrid model construction can be
found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and
B ! Xu `

+ ⌫` after the tag-side reconstruction (cf. Sec-
tion III). The B ! Xu `

+ ⌫` yields were scaled up by a
factor of 50 to make them visible. A clear separation can
be obtained at low values of MX and high values of EB

` .

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neutral Network Based Tag Side
Reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [59]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
for charged and neutral B meson pairs [60], respectively.
Finally, the output of this classifier is used as an input

- x  more abundant 
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- high momentum lepton, hadronic system


- Clear separation only in corners of phase space
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𝒪(100)
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cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
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K0
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particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
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9. The Decay B� Xu��

The B meson, being the lightest meson containing a b quark, can only decay via the weak
interaction. In the following I discuss the semileptonic decay B � Xu��, where the final
state consists of a hadronic (Xu) and a leptonic (��) system.

At the energy scale of the B meson mass the propagator term of the virtual W± boson
can be integrated out and the weak interaction is described by the e�ective coupling GF
together with the corresponding CKM matrix elements. However, at this energy scale
the bound state of the two quarks, of which the B meson is composed, is described by
non-perturbative QCD. In case the virtual W± boson decays into a lepton and neutrino
pair there exists no strong interaction between the decay products of the W± and the
hadronic system Xu. Therefore it is possible to factorize the strong and weak interaction
contributions and treat them separately.

The e�ective Standard Model (SM) Lagrangian describing these decays is given by

Le� = �4GF�
2

Vub(u�µPLb)(��µPL�) + h.c., (9.1)

with Fermi’s constant GF, the CKM matrix element Vub and the projection operator
PL = (1� �5)/2. The decay B � ��� is shown at parton level and as an e�ective diagram
in Figure 9.1.

b u

d d

⌫

`+

W+

B0 ⇡�

(a) Parton level Feynman diagram.

B0 ⌫

`+

⇡�

(b) E�ective Feynman diagram.

Figure 9.1.: One possible parton level Feynman diagram (a) and the e�ective Feynman
diagram (b). In the e�ective Feynman diagram, the propagator of the W is
integrated out, i.e. the weak interaction is point-like, and the gluon interactions
are described by the blob.

79

B0 Xu

u
d

b
d

V*ub

9. The Decay B� Xu��

The B meson, being the lightest meson containing a b quark, can only decay via the weak
interaction. In the following I discuss the semileptonic decay B � Xu��, where the final
state consists of a hadronic (Xu) and a leptonic (��) system.

At the energy scale of the B meson mass the propagator term of the virtual W± boson
can be integrated out and the weak interaction is described by the e�ective coupling GF
together with the corresponding CKM matrix elements. However, at this energy scale
the bound state of the two quarks, of which the B meson is composed, is described by
non-perturbative QCD. In case the virtual W± boson decays into a lepton and neutrino
pair there exists no strong interaction between the decay products of the W± and the
hadronic system Xu. Therefore it is possible to factorize the strong and weak interaction
contributions and treat them separately.

The e�ective Standard Model (SM) Lagrangian describing these decays is given by

Le� = �4GF�
2

Vub(u�µPLb)(��µPL�) + h.c., (9.1)

with Fermi’s constant GF, the CKM matrix element Vub and the projection operator
PL = (1� �5)/2. The decay B � ��� is shown at parton level and as an e�ective diagram
in Figure 9.1.

b u

d d

⌫

`+

W+

B0 ⇡�

(a) Parton level Feynman diagram.

B0 ⌫

`+

⇡�

(b) E�ective Feynman diagram.

Figure 9.1.: One possible parton level Feynman diagram (a) and the e�ective Feynman
diagram (b). In the e�ective Feynman diagram, the propagator of the W is
integrated out, i.e. the weak interaction is point-like, and the gluon interactions
are described by the blob.

79

B0 Xc

c
d

b
d

V*cb

FIG. 1. The CKM suppressed and favored inclusive semilep-
tonic processes B ! Xu `+ ⌫` (left) and B ! Xc `

+ ⌫` (right)
for a B0 meson decay.

of the decay dynamics. The determination of |Vub| using
inclusive decays is very challenging due to the large back-
ground from the CKM-favored B ! Xc `+ ⌫` process.
Both processes have a very similar decay signature in
the form of a high momentum lepton, a hadronic system,
and missing energy from the neutrino that escapes detec-
tion. Figure 1 shows an illustration of both processes for
a B0-meson decay. A clear separation of the processes is
only possible in kinematic regions where B ! Xc `+ ⌫`
is kinematically forbidden. In these regions, however,
non-perturbative shape functions enter the description
of the decay dynamics, making predictions for the decay
rates dependent on the precise modeling. These functions
parametrize at leading order the Fermi motion of the b
quark inside the B meson. Properties of the leading-
order ⇤QCD/mb shape function can be determined using
the photon energy spectrum of B ! Xs � decays and mo-
ments of the lepton energy or hadronic invariant mass in
semileptonic B decays [10–12], but the modeling of both
the leading and subleading shape functions introduces
large theory uncertainties on the decay rate. In the fu-
ture, more model-independent approaches aim to directly
measure the leading-order shape function [13, 14].

As such methods are not yet realized, it is beneficial
to extend the measurement region as much as possible
into the B ! Xc `+ ⌫` dominated phase space. This
was done, e.g., by Refs. [15, 16]. This reduces the the-
ory uncertainties on the predicted partial rates [17–22],
although making the measurement more prone to sys-
tematic uncertainties. This strategy is also adopted in
the measurement described in this paper.

The corresponding world averages of |Vub| from both
exclusive and inclusive determinations are [6]:

|V excl.
ub | = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 , (1)

|V incl.
ub | =

⇣
4.32 ± 0.12+0.12

�0.13

⌘
⇥ 10�3 . (2)

Here the uncertainties are experimental and from theory.
Both world averages exhibit a disagreement of about 3
standard deviations between them. This disagreement is
limiting the reach of present-day precision tests of the
KM mechanism and searches for loop-level new physics,
see e.g. Ref.[23] for a recent analysis.

One important experimental method to extend the
probed B ! Xu `+ ⌫` phase space into regions dominated
by B ! Xc `+ ⌫` transitions is the full reconstruction
of the second B meson of the e+ e�

! ⌥(4S) ! BB̄

process. This process is referred to as “tagging” and
allows for the reconstruction of the hadronic X sys-
tem of the semileptonic process. In addition, the neu-
trino four-momentum can be reconstructed. Properties
of both are instrumental to distinguish B ! Xu `+ ⌫`
and B ! Xc `+ ⌫` processes. In this manuscript the re-
construction of the second B meson and the separation of
B ! Xu `+ ⌫` from B ! Xc `+ ⌫` processes were carried
out using machine learning approaches. Several neural
networks were trained to identify correctly reconstructed
tag-side B mesons. The distinguishing variables of the
classification algorithm were carefully selected in order
not to introduce a bias in the measured partial branch-
ing fractions. In addition, the modeling of backgrounds
was validated in B ! Xc `+ ⌫` enriched selections. We
report the measurement of three partial branching frac-
tions, covering 30% - 85% of the accessible B ! Xu `+ ⌫`
phase space. The measurement of fully di↵erential dis-
tributions, which allow one to determine the leading and
subleading shape functions, is left for future work.

The main improvement over the previous Belle result
of Ref. [16] lies in the adoption of a more e�cient tagging
algorithm for the reconstruction of the second B meson
and the improvements of the B ! Xu `+ ⌫` signal and
B ! Xc `+ ⌫` background descriptions. In addition, the
full Belle data set of 711 fb�1 is analyzed and we avoid
the direct use of kinematic properties of the candidate
semileptonic decay in the background suppression. After
the final selection we retain a factor of approximatively
1.8 times more signal events than the previous analysis.

The remainder of this manuscript is organized as fol-
lows: Section II provides an overview of the data set
and the simulated signal and background samples, that
were used in the analysis. Section III details the analy-
sis strategy and reconstruction of the hadronic X system
of the semileptonic decay. Section IV introduces the fit
procedure used to separate B ! Xu `+ ⌫` signal from
background contributions. Section V lists the system-
atic uncertainties a↵ecting the measurements and Sec-
tion VI summarizes sideband studies central to validate
the modeling of the crucial B ! Xc `+ ⌫` background
processes. Finally, Section VII shows the selected sig-
nal events and compares them with the expectation from
simulation. In Section VIII the measured partial branch-
ing fractions and subsequent values of |Vub| are discussed.
Section IX presents our conclusions.

II. DATA SET AND SIMULATED SAMPLES

The analysis utilizes the full Belle data set of
(772 ± 10) ⇥ 106 B meson pairs, which were produced
at the KEKB accelerator complex [24] with a center-of-
mass energy of

p
s = 10.58 GeV corresponding to the

⌥(4S) resonance. In addition, 79 fb�1 of collision events
recorded 60MeV below the ⌥(4S) resonance peak are
used to derive corrections and for cross-checks.

The Belle detector is a large-solid-angle magnetic spec-
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A. B ! Xu `+ ⌫` HYBRID MC DETAILS

Figure 13 shows the generator level hybrid B ! Xu `+ ⌫` signal sample for EB
` , MX , and q2 described in Section II.

FIG. 13. The generator level B ! Xu `+ ⌫` distributions EB
` , MX , and q2 for neutral (left) and charged (right) B mesons are

shown. The black histogram shows the merged hybrid model, composed of resonant and non-resonant contributions. For more
details on the used models and how the hybrid B ! Xu `+ ⌫` signal sample is constructed, see Section II.

B. INPUT VARIABLES OF B ! Xc`⌫̄` SUPPRESSION BDT

The shapes of the variables used in the B ! Xc `+ ⌫` background suppression BDT are shown in Figures 14 and
17. The most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss,D

⇤ . Figures 15, 16 and
18 show the agreement between recorded and simulated events, taking into account the full uncertainties detailed in
Section V. More details about the BDT can be found in Section III C.

Going Hybrid : MC for B → Xuℓν̄ℓ

Measurement of Di↵erential Branching Fractions of Inclusive B ! Xu `+ ⌫` Decays1

L. Cao,1, ⇤ W. Sutcli↵e,1 R. Van Tonder,1 and F. U. Bernlochner1, †2

1
Physikalisches Institut der Rheinischen Friedrich-Wilhelms-Universität Bonn,3

53115 Bonn, Germany4

(Dated: July 6, 2021)5

Measurements of di↵erential branching fractions of inclusive semileptonic B ! Xu `+ ⌫` decays are
performed using the full Belle data set of 711 fb�1 of integrated luminosity at the ⌥(4S) resonance
and for ` = e, µ. Di↵erential branching fractions are reported as a function of the lepton momentum,
the four-momentum-transfer squared, light-cone momenta, the hadronic mass, and the hadronic
mass squared. They are obtained by subtracting the backgrounds from semileptonic B ! Xc `

+ ⌫`
and other decays, and corrected for resolution and acceptance e↵ects. The measured distributions
are compared to predictions from inclusive and hybrid B ! Xu `+ ⌫` calculations.

PACS numbers: 12.15.Hh, 13.20.-v, 14.40.Nd6

In this letter we present measurements of the dif-7

ferential branching fractions of inclusive semileptonic8

B ! Xu `+ ⌫` decays1, obtained from analyzing the full9

Belle data set of 711 fb�1 of integrated luminosity at10

the ⌥(4S) resonance and for ` = e, µ. The measured11

distributions can be used for future studies of the non-12

perturbative decay dynamics of B ! Xu `+ ⌫` transi-13

tions, and novel determinations of the b-quark mass mb14

and of the CKM matrix element |Vub|. The presented15

measurements use the same collision events that were16

analyzed in Ref. [1]. Therein, partial branching frac-17

tions of charmless semileptonic decays were reported us-18

ing an analysis technique relying on the full reconstruc-19

tion of the second B meson of the e+ e� ! ⌥(4S) ! BB̄20

process. This approach allows for the direct reconstruc-21

tion of the four-momentum of the hadronic X system of22

the B ! Xu `+ ⌫` process and other kinematic quanti-23

ties of interest. The analysis strategy of the presented24

measurements follows Ref. [1] closely, but additional se-25

lection criteria are applied to improve the resolution26

of key variables and further suppress backgrounds from27

B ! Xc `+ ⌫` decays and other processes.28

Di↵erential branching fractions are reported as a func-29

tion of the lepton energy in the signal B rest frame EB
` ,30

the invariant mass MX and mass squared M2
X of the31

hadronicX system, the four-momentum-transfer squared32

q2 = (pB � pX)2 of the B to the X system, and the two33

light-cone momenta P± = (EX ⌥ |pX |) with EX and pX34

in the signal B rest frame. Measurements of these distri-35

butions are of great interest as they allow for the study36

of non-perturbative shape functions. Such enter the de-37

scription of the decay dynamics for the B ! Xu `+ ⌫` de-38

cay rate and at leading order describe the Fermi motion39

of the b quark inside the B meson. Currently, properties40

of the leading-order ⇤QCD/mb shape function can only be41

studied using the photon energy spectrum of B ! Xs �42

1
Charge conjugation is implied and B ! Xu `+ ⌫` is defined as

the average branching fraction of B+
and B0

meson decays.

decays and moments of the lepton energy or hadronic43

invariant mass in charmed semileptonic B decays [2–4].44

The modeling of both the leading and subleading shape45

functions introduce large theory uncertainties on predic-46

tions of the B ! Xu `+ ⌫` decay rate, and hence on47

the determination of |Vub|. With the presented di↵eren-48

tial branching fractions, we provide the necessary exper-49

imental input for future model-independent approaches,50

whose aim is to reduce this model dependence by directly51

measuring the shape function [5, 6].52

We analyze (772± 10)⇥ 106 B meson pairs and53

79 fb�1 of collision events recorded 60MeV below the54

⌥(4S) resonance peak, which were both recorded at the55

KEKB accelerator complex [7] by the Belle detector.56

Belle is a large-solid-angle magnetic spectrometer and a57

detailed description of its sub-detectors and performance58

can be found in Ref. [8]. Monte Carlo (MC) samples59

of B meson decays and continuum processes (e+e� ! qq̄60

with q = u, d, s, c) are simulated using the EvtGen genera-61

tor [9] and a detailed description of all samples and mod-6263

TABLE I. Semileptonic B ! Xu `+ ⌫` decays are modeled
as a mixture of specific exclusive modes and non-resonant
contributions. The branching fractions are from the world
averages from Ref. [10] and the models and form factors (FFs)
used are listed. We use natural units (~ = c = 1).

B Value B+ Value B0

B ! ⇡ `+ ⌫`
a,e (7.8± 0.3)⇥ 10�5 (1.5± 0.06)⇥ 10�4

B ! ⌘ `+ ⌫`
b,e (3.9± 0.5)⇥ 10�5 -

B ! ⌘0 `+ ⌫`
b,e (2.3± 0.8)⇥ 10�5 -

B ! ! `+ ⌫`
c,e (1.2± 0.1)⇥ 10�4 -

B ! ⇢ `+ ⌫`
c,e (1.6± 0.1)⇥ 10�4 (2.9± 0.2)⇥ 10�4

B ! Xu `+ ⌫`
d,e (2.2± 0.3)⇥ 10�3 (2.0± 0.3)⇥ 10�3

a
BCL FFs [11] from fit to LQCD [12] and Ref. [13]

b
Pole FFs from LCSR [14]

c
BSZ FFs fit [15] to LCSR [16] and Refs. [17–19]

d
DFN [20] (mKN

b = (4.66± 0.04)GeV, aKN
= 1.3± 0.5)

or BLNP model [21] (mSF
b = 4.61GeV, µ2 SF

⇡ = 0.20GeV
2
)

e
Incl. and excl. decays are mixed using hybrid approach [22]

Exclusive make-up of  :B → Xuℓν̄ℓ
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a function of the four-momentum-transfer squared (q2),
the lepton energy (EB

` ) in the B rest frame, and the
hadronic invariant mass squared (M2

X) of the Xu system
at next-to-leading-order precision in the strong coupling
constant ↵s. This triple di↵erential rate is convolved with
a nonperturbative shape function using an ad hoc expo-
nential model. The free parameters of the model are
the b quark mass in the Kagan-Neubert scheme [? ],
mKN

b = (4.66± 0.04) GeV and a nonperturbative param-
eter aKN = 1.3 ± 0.5. The values of these parameters
were determined in Ref. [42] from a fit to B ! Xc `

+ ⌫`
and B ! Xs� decay properties. At leading order, the
nonperturbative parameter aKN is related to the average
momentum squared of the b quark inside the B meson
and determines the second moment of the shape function.

It is defined as aKN = �3⇤
2
/�1 � 1 with the binding en-

ergy ⇤ = mB � mKN
b and the kinetic energy parameter

�1. The hadronization of the parton-level B ! Xu `
+ ⌫`

DFN simulation is carried out using the JETSET al-
gorithm [43], producing final states with two or more
mesons. The inclusive and exclusive B ! Xu `

+ ⌫` pre-
dictions are combined using a so-called hybrid approach,
which is a method originally suggested by Ref. [44], and
our implementation closely follows Ref. [45] and uses the
library of Ref. [? ]. To this end, we combine both pre-
dictions such that the partial branching fractions in the
triple di↵erential rate of the inclusive (�B

incl
ijk ) and com-

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-

sive values. This is achieved by assigning weights to the
inclusive contributions wijk such that

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the Bosch-Lange-
Neubert-Paz (BLNP) model of Ref. [12] and treat the
di↵erence later as a systematic uncertainty. For the b
quark mass in the shape-function scheme we use mSF

b =
4.61 GeV and µ2 SF

⇡ = 0.20 GeV2. Figures detailing the
hybrid model construction can be found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and B !

Xu `
+ ⌫` after the tag-side reconstruction (cf. Sec. III).

The B ! Xu `
+ ⌫` yields were scaled up by a factor of 50

to make them visible. A clear separation can be obtained
at low values of MX and high values of EB

` .

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neural-network-based tag-side reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [46]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label
such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: At the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
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III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neural-network-based tag-side reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [46]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label
such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: At the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines

Hybrid = Combining exclusive & inclusive predictions
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stage particles

1 tracks, KS , �, ⇡0

2 D
±
(s), D

0, and J/ mesons

3 D
⇤±
(s) and D

⇤0 mesons

4 B
± and B

0 mesons

Table 1: The 4 stages of the hierarchical system

to be the correct probability, we get:

op =
1

1 + ( 1
ot

� 1)Pp(B)
Pp(S)

Pt(S)
Pt(B)

. (20)

This formula is used in the full reconstruction algorithm described in the next
section to calculate the signal probability for modes with low purity so that the
signal fraction had to be increased for the network training.

3. Selection and Reconstruction

In order to reconstruct as many B meson decays as possible, it is not possible
to take care of the thousands of exclusive decay channels individually. Instead
a hierarchical approach was chosen. We divide the reconstruction into 4 stages,
as shown in table 1 and illustrated in figure 3.

Figure 3: The 4 stages of the full reconstruction

One aim of the full reconstruction is to achieve high e�ciency. This could in
theory be done by always reconstructing every possible candidate at all stages
in an event and then finally taking the best B meson candidate. In practice
however, the computing power needed to pursue this maximum e�ciency strat-
egy is not available and it is necessary to perform cuts during the selection and
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as

ED
⇤ =

mD
⇤

mD
⇤ � mD

⇥ E⇡ ,

pD
⇤ = p⇡ ⇥

q
E2

D
⇤ � m2

D
⇤

|p⇡|
, (17)

with mD
⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
q

m2
⇡ + |p⇡|

2 is the

energy of the slow pion. Using the D⇤ candidate
four momentum pD⇤ = (ED

⇤ ,pD
⇤) we can calcu-

late

M2
miss,D

⇤ =
�
psig � pD⇤ � p`

�2
,

cos ✓B,D
⇤
` =

2EbeamED
⇤
` � m2

B � m2
D

⇤
`

2|pB ||pD
⇤
`|

,

cos ✓⇤ =
p` · pD

⇤

|p`||pD
⇤ |

, (18)

with pD⇤
` = pD⇤ + p` = (ED

⇤
`,pD

⇤
`) and

|pB | =
q

E2
B � m2

B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
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B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,
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miss =
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, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX
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. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
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E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
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and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
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+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0
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final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as

ED
⇤ =

mD
⇤

mD
⇤ � mD

⇥ E⇡ ,

pD
⇤ = p⇡ ⇥

q
E2

D
⇤ � m2

D
⇤

|p⇡|
, (17)

with mD
⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
q

m2
⇡ + |p⇡|

2 is the

energy of the slow pion. Using the D⇤ candidate
four momentum pD⇤ = (ED

⇤ ,pD
⇤) we can calcu-

late

M2
miss,D

⇤ =
�
psig � pD⇤ � p`

�2
,

cos ✓B,D
⇤
` =

2EbeamED
⇤
` � m2

B � m2
D

⇤
`

2|pB ||pD
⇤
`|

,

cos ✓⇤ =
p` · pD

⇤

|p`||pD
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, (18)

with pD⇤
` = pD⇤ + p` = (ED

⇤
`,pD

⇤
`) and

|pB | =
q

E2
B � m2

B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as
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⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
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2 is the
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B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i
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m2

⇡ + |pi|
2,pi
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+
X

j

�
Ej ,kj
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, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
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B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
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⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
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trained in the final stage of the reconstruction. Here Etag
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of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via
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, (12)

with p
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+
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� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X
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with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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FIG. 5. (Top) The MX and q2 spectra of the selected candidates prior to applying the background BDT are shown.
(Bottom) The EB

` spectrum of the selected candidates prior to applying the background BDT are shown for events with
MX < 1.7 GeV and MX > 1.7 GeV.

or other statistical uncertainties, are treated as uncorre-
lated. Both cases can be expressed as ⌃ks = �ks ⌦ �ks

or ⌃ks = Diag
⇣
�ks

2
⌘
, respectively. For particle identi-

fication uncertainties, we estimate ⌃ks using sets of cor-
rection tables, sampled according to their statistical and
systematic uncertainties. The systematic NPs are incor-
porated in Eq. 21 by rewriting the fractions fik for all
templates as

fik =
⌘MC
ikP
j ⌘MC

jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘MC
jk

�
1 + ✓jk

� , (26)

to take into account changes in the signal or background
shape. Here ⌘MC

ik denotes the predicted number of MC
events of a given bin i and a process k, and ✓ik is the
associated nuisance parameter constrained by Gk.

VI. B ! Xc`⌫̄` CONTROL REGION

Figure 5 compares the reconstructed MX , q2, and EB
`

distributions with the expectation from MC before ap-
plying the background suppression BDT. All corrections

are applied and the MC uncertainty contains all system-
atic uncertainties discussed in Section V. The agreement
of MX and q2 is excellent, but some di↵erences in the
shape of the lepton momentum spectrum are seen. This
is likely due to imperfections of the modeling of the inclu-
sive B ! Xc `+ ⌫` background. The discrepancy reduces
in the MX < 1.7 GeV region. The main results of this
paper will be produced by fitting q2 and MX in two di-
mensions. We use the lepton spectrum to measure the
same regions of phase space, to validate the obtained re-
sults.

VII. B ! Xu `+ ⌫` SIGNAL REGION

Figure 6 shows the reconstructed MX , q2, and EB
`

distributions after the BDT selection is applied. The
B ! Xu `+ ⌫` contribution is now clearly visible at
low MX and high EB

` , while the reconstructed events
and the MC expectation show good agreement. The
B ! Xc `+ ⌫` background is dominated by contributions
from B ! D `+ ⌫` and B ! D⇤ `+ ⌫` decays, and the
remaining background is predominantly from secondary
leptons, and misidentified lepton candidates.

q2 = (pB − pX)2MX = p2
XHadronic Mass

MX ≈ mD,D*

Four-momentum transfer

squared

Lepton Energy in 

signal B rest frame EB

ℓ

Signal enriched Signal depleted

Signal

Xc Bkg
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.

+ 9 other 
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY
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with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.
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FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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FIG. 6. The MX , q2 and EB
` spectra after applying the background BDT but before the fit are shown. The B ! Xu `+ ⌫`

contribution is shown in red and scaled to the world average of B(B ! Xu `+ ⌫`) = (2.13± 0.30) ⇥ 10�3. The data and MC
agreement is reasonable in all variables. The EB

` spectra is shown with selections of MX < 1.7GeV and MX > 1.7GeV. The
cut of MX < 1.7GeV is later used in the fit to reduce the dependence on the B ! Xc `

+ ⌫` modeling of higher charmed states.
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TABLE VII. The fitted yields separated in electron and muon candidates, as well as in charged or neutral B mesons.

Decay mode b⌘sig b⌘bkg 103
�
✏tag · ✏sel

�
103�B

B+
! Xu`

+⌫ 915± 56± 65 3667± 77± 64 0.30± 0.13 1.65± 0.10± 0.18
B0

! Xu`
+⌫ 876± 58± 65 3375± 76± 64 0.33± 0.11 1.51± 0.09± 0.16

B ! Xue
+⌫ 866± 56± 64 3315± 75± 65 0.31± 0.12 1.56± 0.10± 0.17

B ! Xuµ
+⌫ 940± 58± 74 3712± 78± 73 0.32± 0.13 1.63± 0.10± 0.18

E. ADDITIONAL FIT DETAILS TO THE LEPTON FLAVOR UNIVERSALITY AND WEAK
ANNIHILATION TESTS

The fitted yields of the two-dimensional fit to MX : q2 separated in electron and muon candidates, as well as in
charged or neutral B mesons are listed in Table VII.

F. BDT EFFICIENCIES

Figure 22 shows the e�ciency of the BDT selection as a function of the reconstructed variables q2, MX , and the
lepton energy EB

` for simulated B ! Xu `+ ⌫` events. Although we avoided using these variables in the boosted
decision tree, a residual dependence on the kinematic variables is seen. For instance the e�ciency increases with an
increase in EB

` and a decrease with respect to high q2. The e�ciency on the hadronic mass MX is relatively flat. This
e�ciency dependence is linked to the used variables in the BDT. Although we carefully avoided kinematic variables
that would allow the BDT to learn these kinematic properties, there are indirect connections: e.g. high EB

` final
states have a lower multiplicity as they are dominated by B ! ⇡`⌫̄` decays. Further, their corresponding hadronic
system carries little momentum and on average such decays retain a better resolution in discriminating variables of
the background suppression BDT. A concrete example is M2

miss (cf. Figure 15): high multiplicity B ! Xu `+ ⌫` decays
will retain a larger tail in this variable and will be selected with a lower e�ciency by the BDT.

FIG. 22. The B ! Xu `+ ⌫` e�ciency after the BDT selection is shown as a function of the reconstructed kinematic variables
(EB

` , MX , q2) used in the signal extraction. The bottom right plot shows the e�ciencies in the bins of MX : q2 and the binning
can be found in the text. The uncertainties are statistical only.
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FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic
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D. NUISANCE PARAMETER PULLS AND ADDITIONAL FIT PLOTS

Figures 19 and 20 show the nuisance parameter pulls for each fit category k and bin i defined as

⇣
b✓ik � ✓ik

⌘
/
q

⌃k,ii , (52)

of the partial branching fraction fits, with b✓ (✓) corresponding to the post-fit (pre-fit) value of the nuisance parameter.
Note that uncertainties of each pull shows the post-fit error

q
b⌃k,ii (53)

normalized to the pre-fit constraint

q
⌃k,ii . (54)

Figure 21 shows the post-fit q2 distributions of the two-dimensional fit to MX : q2 on MX .

FIG. 19. The nuisance parameter pulls on the 1D fits of MX , q2, and EB
` with and without MX < 1.7 GeV events separated

out, are shown from left to right.

FIG. 20. The nuisance parameter pulls on the 2D fit of MX : q2 is shown.

Subtraction of bkg in fit with coarse binning 

to minimize Xu modelling dependence 
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.Signal and Bkg shape errors included in 

Fit via NPs
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.

Projections of 2D fit in mX : q2

Resonance region

Resonance region

(low mX, high q2)

Unfold measured yields to 

3 phase-space regions:
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TABLE V. The fitted signal yields in (b⌘sig) and outside (b⌘sig�out) the measured phase-space regions, the background yields
(b⌘bkg) and the product of tagging and selection e�ciency are listed.

Phase-space region Additional Selection Fit variable(s) b⌘sig b⌘sig�out b⌘bkg 103
�
✏tag · ✏sel

�

MX < 1.7 GeV,

EB
` > 1 GeV

-
MX fit 1558± 66± 72 364± 51 6912± 138 0.26± 0.07

MX < 1.7 GeV,

EB
` > 1 GeV

MX < 1.7GeV EB
` fit 1285± 68± 136 22± 3 1362± 153 0.21± 0.07

MX < 1.7 GeV,

q2 > 8 GeV2,

EB
` > 1 GeV

MX < 1.7GeV q2 fit 938± 101± 98 474± 58 1253± 194 0.14± 0.07

EB
` > 1 GeV MX < 1.7GeV EB

` fit 1303± 69± 138 - 1366± 154 0.21± 0.19

EB
` > 1 GeV MX : q2 fit 1801± 81± 127 - 7032± 167 0.31± 0.12

by fitting EB
` , covering the same phase space (c.f. Fig-

ure 8):

�B(B ! Xu`+ ⌫`) = (1.69 ± 0.09 ± 0.26) ⇥ 10�3 . (31)

The uncertainties are larger, but both results are
compatible. The nuisance parameter pulls of all fits
are provided in Appendix D. The result of Eq. 30
can be further compared with the most precise mea-
surement to date of this region of Ref. [66], where
�B(B ! Xu` ⌫`) = (1.55 ± 0.12) ⇥ 10�3, and shows
good agreement. The measurement can also be com-
pared to Ref. [15] using a similar experimental approach.
The measured partial branching fraction of EB

` > 1 GeV
is �B(B ! Xu` ⌫`) = (1.82 ± 0.19) ⇥ 10�3, which is
compatible with Eq. 30 within 0.9 standard deviations.
Belle previously reported in Ref. [16] using also a similar
approach for the same phase space a higher value of
�B(B ! Xu` ⌫`) = (1.96 ± 0.19) ⇥ 10�3. We cannot
quantify the statistical overlap between both results, but
by comparing the number of determined signal events
one can estimate it to be below 55%. The dominant
systematic uncertainties of Ref. [16] were evaluated
using di↵erent approaches, but fully correlating the
dominant systematic uncertainties and assuming a
statistical correlation of 55% we obtain a compatibility
of 1.7 standard deviations. The main di↵erence of this
analysis with Ref. [16] lies in the modeling of signal
and background processes: since its publication our
understanding improved and more precise measurements
of branching fractions and form factors were made
available. Further, for the B ! Xu `+ ⌫` signal process
in this paper a hybrid approach was adopted (see
Section II and Appendix A), whereas Ref. [16] used
an alternative approach to model signal as a mix of
inclusive and exclusive decay modes. Note that this
work supersedes Ref. [16].

B. |Vub| Determination

We determine |Vub| from the measured partial branch-
ing fractions using a range of theoretical rate predictions.
In principle, the total B ! Xu `+ ⌫` decay rate can be
calculated using the same approach as B ! Xc `+ ⌫` us-
ing the heavy quark expansion (HQE) in inverse pow-
ers of mb. Unfortunately, the measurement requirements
necessary to separate B ! Xu `+ ⌫` from the dominant
B ! Xc `+ ⌫` background spoil the convergence of this
approach. In the predictions for the partial rates cor-
responding to our measurements, perturbative and non-
perturbative uncertainties are largely enhanced and as
outlined in the introduction the predictions are sensitive
to the shape function modeling.

The relationship between measured partial branching
fractions, predictions of the rate (omitting CKM factors)
��(B ! Xu `+ ⌫`), and |Vub| is

|Vub| =

s
�B(B ! Xu `+ ⌫`)

⌧B · ��(B ! Xu `+ ⌫`)
. (32)

with ⌧B = (1.579 ± 0.004) ps denoting the average of the
charged and neutral B meson lifetime [37]. We use four
predictions for the theoretical partial rates. All predic-
tions use the same input values as Ref. [6] chooses for
their world averages. The four predictions are:

- BLNP: The prediction of Bosch, Lange, Neubert,
and Paz (short BLNP) of Ref. [17] provides a pre-
diction at next-to-leading-order accuracy in terms
of the strong coupling constant ↵s and incorporates
all known corrections. Predictions are interpolated
between the shape-function dominated region (end-
point of the lepton spectrum, small hadronic mass)
to the region of phase space, that can be described
via the operator product expansion (OPE). As in-
put we use mSF

b = 4.58 ± 0.03 GeV and µ2 SF
⇡ =

0.20+0.09
�0.10 GeV2.
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A. B ! Xu `+ ⌫` HYBRID MC DETAILS

Figure 13 shows the generator level hybrid B ! Xu `+ ⌫` signal sample for EB
` , MX , and q2 described in Section II.

FIG. 13. The generator level B ! Xu `+ ⌫` distributions EB
` , MX , and q2 for neutral (left) and charged (right) B mesons are

shown. The black histogram shows the merged hybrid model, composed of resonant and non-resonant contributions. For more
details on the used models and how the hybrid B ! Xu `+ ⌫` signal sample is constructed, see Section II.

B. INPUT VARIABLES OF B ! Xc`⌫̄` SUPPRESSION BDT

The shapes of the variables used in the B ! Xc `+ ⌫` background suppression BDT are shown in Figures 14 and 16.
The most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss,D

⇤ . Figures 15 and 17 show
the agreement between recorded and simulated events, taking into account the full uncertainties detailed in Section V.
More details about the BDT can be found in Section III C.

π ρ nonres. Xu

W/o detector smearing
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IX. SUMMARY AND CONCLUSIONS

We report measurements of partial branching frac-
tions with di↵erent requirements on the properties of the
hadronic system of the B ! Xu `+ ⌫` decay and with
a lepton energy of EB

` > 1 GeV in the B rest-frame,
covering 31-86% of the available phase space. The size-
able background from semileptonic B ! Xc `+ ⌫` de-
cays is suppressed using multivariate methods in the
form of a BDT. This approach allows us to reduce such
backgrounds to an acceptable level, whilst retaining a
high signal e�ciency. Signal yields are obtained using a
binned likelihood fit in either the reconstructed hadronic
mass MX , the four-momentum-transfer squared q2, or
the lepton energy EB

` . The most precise result is ob-
tained from a two-dimensional fit of MX and q2. Trans-
lated to a partial branching fraction for EB

` > 1 GeV we
obtain

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 , (50)

with the errors denoting statistical and systematic un-
certainties. The partial branching fraction is compatible
with the value obtained by a fit of the lepton energy
spectrum EB

` and with the most precise determination
of Ref. [66]. In addition, it is stable under variations
of the background suppression BDT. From this partial
branching fraction we obtain a value of

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 (51)

from an average over four theoretical calculations. This
value is higher than, but compatible with, the value
of |Vub| from exclusive determinations by 1.3 standard
deviations. The compatibility with the value expected
from CKM unitarity from a fit of Ref. [73] of |Vub| =⇣
3.62+0.11

�0.08

⌘
⇥ 10�3 is 1.6 standard deviations. Fig-

ure 12 summarizes the situation. The result presented
here supersedes Ref. [16]: this paper uses a more e�-
cient tagging algorithm, incorporates improvements of
the B ! Xu `+ ⌫` signal and B ! Xc `+ ⌫` background
descriptions, and analyzes the full Belle data set of 711
fb�1. The measurement of kinematic di↵erential shapes
of MX , q2, and other properties are left for future work.
These results will be crucial for future direct measure-
ments with Belle II that will attempt to use data-driven
methods to directly constrain the shape function using
B ! Xu `+ ⌫` information.
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TABLE V. The fitted signal yields in (b⌘sig) and outside (b⌘sig�out) the measured phase-space regions, the background yields
(b⌘bkg) and the product of tagging and selection e�ciency are listed.

Phase-space region Additional Selection Fit variable(s) b⌘sig b⌘sig�out b⌘bkg 103
�
✏tag · ✏sel

�

MX < 1.7 GeV,

EB
` > 1 GeV

-
MX fit 1558± 66± 72 364± 51 6912± 138 0.26± 0.07

MX < 1.7 GeV,

EB
` > 1 GeV

MX < 1.7GeV EB
` fit 1285± 68± 136 22± 3 1362± 153 0.21± 0.07

MX < 1.7 GeV,

q2 > 8 GeV2,

EB
` > 1 GeV

MX < 1.7GeV q2 fit 938± 101± 98 474± 58 1253± 194 0.14± 0.07

EB
` > 1 GeV MX < 1.7GeV EB

` fit 1303± 69± 138 - 1366± 154 0.21± 0.19

EB
` > 1 GeV MX : q2 fit 1801± 81± 127 - 7032± 167 0.31± 0.12

by fitting EB
` , covering the same phase space (c.f. Fig-

ure 8):

�B(B ! Xu`+ ⌫`) = (1.69 ± 0.09 ± 0.26) ⇥ 10�3 . (31)

The uncertainties are larger, but both results are
compatible. The nuisance parameter pulls of all fits
are provided in Appendix D. The result of Eq. 30
can be further compared with the most precise mea-
surement to date of this region of Ref. [66], where
�B(B ! Xu` ⌫`) = (1.55 ± 0.12) ⇥ 10�3, and shows
good agreement. The measurement can also be com-
pared to Ref. [15] using a similar experimental approach.
The measured partial branching fraction of EB

` > 1 GeV
is �B(B ! Xu` ⌫`) = (1.82 ± 0.19) ⇥ 10�3, which is
compatible with Eq. 30 within 0.9 standard deviations.
Belle previously reported in Ref. [16] using also a similar
approach for the same phase space a higher value of
�B(B ! Xu` ⌫`) = (1.96 ± 0.19) ⇥ 10�3. We cannot
quantify the statistical overlap between both results, but
by comparing the number of determined signal events
one can estimate it to be below 55%. The dominant
systematic uncertainties of Ref. [16] were evaluated
using di↵erent approaches, but fully correlating the
dominant systematic uncertainties and assuming a
statistical correlation of 55% we obtain a compatibility
of 1.7 standard deviations. The main di↵erence of this
analysis with Ref. [16] lies in the modeling of signal
and background processes: since its publication our
understanding improved and more precise measurements
of branching fractions and form factors were made
available. Further, for the B ! Xu `+ ⌫` signal process
in this paper a hybrid approach was adopted (see
Section II and Appendix A), whereas Ref. [16] used
an alternative approach to model signal as a mix of
inclusive and exclusive decay modes. Note that this
work supersedes Ref. [16].

B. |Vub| Determination

We determine |Vub| from the measured partial branch-
ing fractions using a range of theoretical rate predictions.
In principle, the total B ! Xu `+ ⌫` decay rate can be
calculated using the same approach as B ! Xc `+ ⌫` us-
ing the heavy quark expansion (HQE) in inverse pow-
ers of mb. Unfortunately, the measurement requirements
necessary to separate B ! Xu `+ ⌫` from the dominant
B ! Xc `+ ⌫` background spoil the convergence of this
approach. In the predictions for the partial rates cor-
responding to our measurements, perturbative and non-
perturbative uncertainties are largely enhanced and as
outlined in the introduction the predictions are sensitive
to the shape function modeling.

The relationship between measured partial branching
fractions, predictions of the rate (omitting CKM factors)
��(B ! Xu `+ ⌫`), and |Vub| is

|Vub| =

s
�B(B ! Xu `+ ⌫`)

⌧B · ��(B ! Xu `+ ⌫`)
. (32)

with ⌧B = (1.579 ± 0.004) ps denoting the average of the
charged and neutral B meson lifetime [37]. We use four
predictions for the theoretical partial rates. All predic-
tions use the same input values as Ref. [6] chooses for
their world averages. The four predictions are:

- BLNP: The prediction of Bosch, Lange, Neubert,
and Paz (short BLNP) of Ref. [17] provides a pre-
diction at next-to-leading-order accuracy in terms
of the strong coupling constant ↵s and incorporates
all known corrections. Predictions are interpolated
between the shape-function dominated region (end-
point of the lepton spectrum, small hadronic mass)
to the region of phase space, that can be described
via the operator product expansion (OPE). As in-
put we use mSF

b = 4.58 ± 0.03 GeV and µ2 SF
⇡ =

0.20+0.09
�0.10 GeV2.

Arithmetic average:  
|Vub | = (4.10 ± 0.09 ± 0.22 ± 0.15) × 10−3

CKM Unitarity:  
|Vub | = (3.62+0.11

−0.08) × 10−3

Exclusive Average for  : B → πℓν̄ℓ
|Vub | = (3.67 ± 0.09 ± 0.12) × 10−3
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
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�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.
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Post-fit  distribution:Nπ+

Dr. Lu Cao

Fit kinematic distributions and 
measure partial BF



Time to stop — thank you for your attention! 



#

Things we did not talk about  (non-exhaustive list) 
- Form Factor Expansions (i.e. what do you actually fit to your measurements)


- Experimental Questions that arise from this : Truncation uncertainties, etc. 


- Measurements with  (Additional introductory material is attached)


- Differential Measurements of inclusive  and why they offer unique input to non-
perturbative physics


-  and the like 


- NP Fits and Full angular measurements

τ

B → Xuℓν̄ℓ

B → D**ℓν̄ℓ

107Time flies if you are having fun :-)



6 Grundlagen der Auswertung von 
Teilchenphysikmessungen

Die vorigen Kapitel erklären die Grundlagen der Wechselwirkungen 
von Teilchen und die Detektortypen, aus denen Teilchenphysikexpe-
rimente bestehen. Die physikalischen Ergebnisse purzeln aber nicht 
gleichsam aus dem Experiment von selbst heraus: Die Detektoren 
erzeugen elektronische Signale, die aufgezeichnet, gefiltert, zusam-
mengefasst und interpretiert werden müssen. Diese Schritte werden 
insgesamt als Datennahme und Auswertung bezeichnet. In diesem 
Kapitel wird der Weg von der Aufnahme einzelner Wechselwirkungen 
bis zur Interpretation der Ergebnisse im Licht bekannter oder neuer 
physikalischer Theorien beleuchtet. Er führt über die Auswahl der zu 
speichernden Ereignisse und die Bestimmung elementarer Messgrö-
ßen der einzelnen aufgezeichneten Teilchen bis zur Auswahl der inte-
ressanten Ereignisse und Teilchen für eine bestimmte Messung.

Florian Bernlochner 

A) Measurements with 


 or 

let’s make this even harder :-)

τ
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Measurement Strategies

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

` = e, µ

1. Leptonic or 
Hadronic 𝝉 decays?
Some properties (e.g. 𝝉 polarization) readily 
accessible in hadronic decays.

2. Albeit not necessarily a rare decay of O(%) in BF, TRICKY to 
separate from normalisation and backgrounds

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

LHCb: Isolation criteria, displacement of 𝝉, kinematics

B-Factories: Full reconstruction of event (Tagging), matching topology, kinematics

Signal

Normalization
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3. Semileptonic decays at B-Factories 

Nice Illustration 

from C. Bozzi

Measurement Strategies

‣ e+/e- collision produces Y(4S) → BB 

‣ Fully reconstruct one of the two B-
mesons (‘tag’) → possible to assign all 
particles to either signal or tag B 

‣ Missing four-momentum (neutrinos) 
can be reconstructed with high precision


✓ Small efficiency (~0.2-0.4%) 
compensated by large integrated 
luminosity 

pmiss = (pbeam � pBtag � pD(⇤) � p`)

Nice Illustration 

from C. Bozzi
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Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	

π

π
π

K

ν

l

B

ϒ(4S)
e+ e-

B̅

l

J/ψ

K

π

tag

ν
τD*

D0

signal
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4. Semileptonic decays at LHCb

Semileptonic decays	at	LHCb
• No	constraint	from	beam	energy	at	
an	hadron	machine

• However:	
• Large	Lorentz	boost	

(decay	lengths	~mm)

• Well	separated	decay	vertices
• Momentum	direction	of	decaying	
particle	is	well	known

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 16

p
PV

p

z

y

D0

B0

π − π −

π −
π +

π +

K +

τ +

ντ

ντ

Measurement Strategies

‣ No constraint from beam energy at a 
hadron machine, but.. 

‣ Large Lorentz boost with decay 
lengths in the range of mm


✓ Well-separated decay vertices 

✓ Momentum direction of 
decaying particle is well       
known 

‣ With known masses and other decay 
products can even reconstruct four-
momentum transfer squared q2 up 
to a two-fold ambiguity Nice Illustration 


from C. Bozzi

q2 =
�
pXb � pXq

�2
Even bit more complicated 

for leptonic tau decays



#

‣ Reconstruct one of the two B-mesons (‘tag’) in 
semileptonic modes → possible to assign 
all particles in detector to tag- & signal-side 

‣ Demand Matching topology + 
unassigned energy in the calorimeter 

 to discriminate background from signal
EECL

112

 from BelleR(D(*))

Nice Illustration 

from C. Bozzi
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Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	
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6

backgrounds.
To improve the resolution of the D⇤-D mass di↵erence,

�M , for the D⇤+ ! D0⇡+ decay mode, the charged pion
track from theD⇤+ is refitted to theD0 decay vertex. We
require �M be within 2.5 MeV/c2 around the nominal
D⇤-D mass di↵erence for the D⇤+ ! D0⇡+ decay mode,
and within 2.0 MeV/c2 for the D⇤+ ! D+⇡0 and D⇤0 !
D0⇡0 decay modes. These windows correspond to ±3.2
and ±2.0 times the resolution, respectively. We require
a tighter mass window in the D⇤ modes containing low-
momentum (“slow”) ⇡0 to suppress a large background
arising from misreconstructed neutral pions.

In each event we require that there be two B candi-
dates of opposite in flavor. While it is possible for sig-
nal events to have the same flavor due to BB̄ mixing,
we do not allow such events as they lead to ambiguous
D⇤` pair assignment and hence to a larger combinatorial
background.

On the signal side, we require cos ✓B,D(⇤)` to be less

than 1.0 and theD(⇤) momentum in the ⌥(4S) rest frame
to be less than 2.0 GeV/c. Finally, we require that events
contain no extra charged tracks, K0

S candidates, or ⇡0

candidates, which are reconstructed with the same crite-
ria as those used for the D candidates.

When multiple Btag or Bsig candidates are found in
an event, we select the Btag candidate with the highest
tagging classifier output, and the Bsig candidate with the
highest p-value resulting from theD orD⇤ vertex fit. The
e�ciencies of the best candidate selection algorithm are
95%, 93%, 88%, and 86% for the D+`�, D0`�, D⇤+`�

and D⇤0`� samples, respectively.

IV. SIGNAL EXTRACTION

To distinguish signal and normalization events from
background processes, we use the sum of the energies
of neutral clusters detected in the ECL that are not as-
sociated with reconstructed particles, denoted as EECL.
To mitigate the e↵ects of photons related to beam back-
ground, for the EECL calculation we include only clusters
with energies greater than 50, 100, and 150 MeV, respec-
tively, from the barrel, forward, and backward calorime-
ter regions [18]. Signal and normalization events peak
near zero in EECL, while background events populate a
wider range as shown in Figure 1. We require that EECL

be less than 1.2 GeV.
To separate reconstructed signal and normalization

events, we employ a BDT based on the XGBoost pack-
age [28]. The input variables to the BDT are cos ✓B,D(⇤)`;
the approximate missing mass squared m2

miss = (Ebeam�
ED(⇤) � E`)2 � (pD(⇤) + p`)2; the visible energy Evis =P

i Ei, where (Ei,pi) is the four-momentum of particle
i. The BDT classifier is trained for each of the four
D(⇤)` samples using MC events of signal and normaliza-
tion modes. We do not apply any selection on the BDT
classifier output, denoted as class; instead we use it as

one of the fitting variables for the extraction of R(D(⇤)).

 (GeV)ECLE
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Ar
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FIG. 1. EECL distributions for the signal, normalization, and
background taken from MC simulation. The distributions for
all decay modes are summed together and normalized to unity.

We extract the yields of signal and normalization
modes from a two-dimensional (2D) extended maximum-
likelihood fit to the variables class and EECL. The fit
is performed simultaneously to the four D(⇤)` samples.
The distribution of each sample is described as the sum
of several components: D(⇤)⌧⌫, D(⇤)`⌫, feed-down from
D⇤`(⌧)⌫ to D`(⌧)⌫, D⇤⇤`/⌧⌫, and other backgrounds.
The PDFs of these components are determined from MC
simulations. A large fraction of B ! D⇤`⌫ decays for
both B0 and B+ is reconstructed in theD` samples (feed-
down). We leave these two contributions free in the fit
and use their fitted yields to estimate the feed-down rate
ofB ! D⇤⌧⌫ decays. As the probability ofB ! D(`/⌧)⌫
decays contributing to the D⇤` samples is small, the rate
of this contribution is fixed to its expected value.
The free parameters in the final fit are the yields of

signal, normalization, B ! D⇤⇤`⌫` and feed-down from
D⇤` to D` components. The yield of fake D(⇤) events
is fixed to the value estimated from the �M sidebands.
The yields of other backgrounds are fixed to their MC
expected values. The ratios R(D(⇤)) are given by the
formula:

R(D(⇤)) =
1

2B(⌧� ! `�⌫̄`⌫⌧ )
· "norm

"sig
· Nsig

Nnorm
, (3)

where "sig(norm) andNsig(norm) are the detection e�ciency
and yields of signal (normalization) modes and B(⌧� !
`�⌫̄`⌫⌧ ) is the average of the world averages for ` = e and
` = µ.
To improve the accuracy of the MC simulation, we

apply a series of correction factors determined from con-
trol sample measurements. The lepton identification e�-
ciencies are separately corrected for electrons and muons
to account for di↵erences between data and simulations
in the detector responses. Correction factors for these
e�ciencies are evaluated as a functions of the lepton
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measure	the	momentum	of	the	B-signal
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G. Caria et al (Belle), 

Phys. Rev. Lett. 124, 161803, April 2020

[arXiv:1904.08794]

Eextra = EECL = ∑
i

Eγ
i
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Normalization
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‣ Use kinematic properties to separate  signal from 
 normalization 


‣ Construct BDT with 3 variables: , , 

B → D(*)τν
B → D(*)ℓν

cos θB−D(*)ℓ Evis m2
miss = p2

miss

113

Separation of signal & normalization

5

FIG. 1. The cos θB-D∗! distributions for B̄0
→ D∗+τ−ν̄τ

(solid red circles) and B̄0
→ D∗+$−ν̄! (open black circles)

taken from MC simulation.

IV. SIGNAL, NORMALIZATION AND
BACKGROUND SEPARATION

To separate reconstructed signal and normalization
events, we employ a neural network using the NeuroBayes
software package [28]. The variables used as inputs to
the network are cos θsigB-D∗!, the missing mass squared
M2

miss = (2Ebeam −
∑

i Ei)2/c4 − |
∑

i "pi|2/c2, and the
visible energy Evis =

∑

i Ei, where (Ei, "pi) is the four-
momentum of particle i in the Υ(4S) rest frame. The
most powerful observable in separating signal and nor-
malization is cos θsigB-D∗!. The neural network is trained
using MC samples of signal and normalization events.
We will use the neural network classifier as one of the fit-
ting variables for the measurement ofR(D∗) without any
selection on the neural network classifier. Typically, for
a requirement the neural network classifier to be larger
than 0.8, 82% of the signal is kept while rejecting 97% of
the normalization events.

The dominant background contributions arise from
events with misreconstructed D(∗) mesons (denoted
fakes). The sub-dominant contributions arise from two
sources in which D∗ mesons from both Bsig and Btag

are correctly reconstructed. One source is B → D∗∗#ν!,
where the D∗∗ meson decays to D(∗) and other particles.
The other source is B → XcD∗ events, where one D∗

meson is correctly reconstructed and the other charmed
meson Xc decays semileptonically. If the hadrons in the
semileptonic Xc decay are not identified, such events can
mimic signal. Similarly, events in which Xc is a D+

s me-
son decaying into τ+ντ can also mimic signal.

To separate signal and normalization events from back-
ground processes, we place a criterion on the sum of the

energies of neutral clusters detected in the ECL that are
not associated with reconstructed particles, denoted as
EECL. To mitigate the effects of photons related to beam
background in the energy sum, we only include clusters
with energies greater than 50, 100, and 150 MeV, respec-
tively, from the barrel, forward, and backward calorime-
ter regions, defined in Ref. [17]. Signal and normalization
events peak near zero in EECL, while background events
can populate a wider range as shown in Figure 2. We
require EECL to be less than 1.2 GeV.

FIG. 2. The EECL distributions for the signal (solid red cir-
cles), the normalization (open black circles), and the back-
ground (open blue triangles) taken from MC simulation,
where the EECL is defined as the sum of the energies of neu-
tral clusters detected in the ECL that are not associated with
reconstructed particles.

V. MC CALIBRATION

To improve the accuracy of the MC simulation, we ap-
ply a series of calibration factors determined from con-
trol sample measurements. The lepton identification ef-
ficiencies are separately corrected for electrons and for
muons to account for differences between the detector
responses in data and MC. Correction factors for lep-
ton identification efficiencies are evaluated as a func-
tions of the momentum and direction of the lepton us-
ing e+e− → e+e−#+#− and J/ψ → #+#− decays. We
reweight events to account for differing D(∗) yields be-
tween data and MC.
The differing yields of correctly reconstructed D(∗)

mesons in data and MC affect the R(D∗) measure-
ment, as it biases the determination of the background
contribution. Calibration factors for events with both
correctly- and falsely-reconstructed D mesons are es-
timated for each D meson decay mode using a two-
dimensional fit to MD. For this calibration, we use sam-

Signal

Normalization

𝒪BDT

EECL

Signal

Normalization

Backgrounds

In case you are wondering how a cosine can be outside [-1,1]: it’s because the reconstruction 
uses measured energies and the definition assumes only a single missing neutrino
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are shown for the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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momentum and direction using e+e� ! e+e�`+`� and
J/ ! `+`� decays.

We reweight events to account for di↵ering yields of
misreconstructed D(⇤) between data and MC simula-
tions. The calibration factor for the fake charm correc-
tion is provided by the ratio of 2D histograms of class vs.
EECL for the �M sideband of data and MC events. In
order to correct for the di↵erence in Btag reconstruction
e�ciencies between data and MC simulations, we build
PDFs of correctly reconstructed and misreconstructed
Btag candidates using MC samples, and perform a fit
to data. The ratios between the measured and expected
yields provide the Btag calibration factors. To validate
the fit procedure, we perform fits to multiple subsets of
the available MC samples. We do not find any bias with
the evaluation of the statistical uncertainties.

V. SYSTEMATIC UNCERTAINTIES

To estimate various systematic uncertainties contribut-
ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the pa-
rameter’s value and uncertainty. Then we repeat the fit
and estimate the associated systematic uncertainty from
the standard deviation of the resulting distribution. The
systematic uncertainties are summarized in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty due to B ! D⇤⇤`⌫`
decays. The uncertainties on the branching fraction of
B ! D⇤⇤`⌫` are assumed to be ±6% for D1, ±10% for
D⇤

2 , ±83% for D0
1, and ±100% for D⇤

0 , while the uncer-
tainties on each of the D⇤⇤ decay branching fractions are
conservatively assumed to be ±100%.

The e�ciency factors for the fake D(⇤) and Btag recon-
struction are calibrated using collision data. The uncer-
tainties on these factors is a↵ected by the size of the sam-
ples used in the calibration. We vary the factors within
their errors and extract associated systematic uncertain-
ties.

The reconstruction e�ciency of feed-down events, to-
gether with the e�ciency ratio of signal to normalization
events, are varied within their uncertainties, which are
limited by the size of MC samples.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
cel out in the R(D(⇤)) ratios. This is due to the dif-
ferent momentum spectra of leptons and charm mesons
in the normalization and signal modes. The uncertain-
ties introduced by these factors are included in the total
systematic uncertainty.

A large systematic uncertainty arises from the limited
size of MC samples. To estimate it, we recalculate PDFs
for signal, normalization, fake D(⇤) events, B ! D⇤⇤`⌫`,
feed-down, and other backgrounds by generating toy MC

TABLE I. Systematic uncertainties contributing to the
R(D(⇤))results.

Source �R(D) (%) �R(D⇤) (%)
D⇤⇤ composition 0.76 1.41
Fake D(⇤) calibration 0.19 0.11
Btag calibration 0.07 0.05
Feed-down factors 1.69 0.44
E�ciency factors 1.93 4.12
Lepton e�ciency and fake rate 0.36 0.33
Slow pion e�ciency 0.08 0.08
MC statistics 4.39 2.25
B decay form factors 0.55 0.28
Luminosity 0.10 0.04
B(B ! D(⇤)`⌫) 0.05 0.02
B(D) 0.35 0.13
B(D⇤) 0.04 0.02
B(⌧� ! `�⌫̄`⌫⌧ ) 0.15 0.14
Total 5.21 4.94

samples from the nominal PDFs according to a Poisson
statistics, and then repeat the fit with the new PDFs.
We include minor systematic contributions from other

sources: one related to the parameters that are used for
reweighting the semileptonic B decays from the ISGW to
LLSW model; and the others from the integrated lumi-
nosity and the branching fractions of B ! D(⇤)`⌫, D,D⇤

and ⌧� ! `�⌫̄`⌫⌧ decays [26]. The total systematic un-
certainty is estimated by summing the aforementioned
contributions in quadrature.

VI. RESULTS

Our results are:

R(D) = 0.307± 0.037± 0.016 (4)

R(D⇤) = 0.283± 0.018± 0.014, (5)

where the first uncertainties are statistical, and the sec-
ond are systematic. The same ordering of uncertainties
holds for all following results. The statistical correlation
between the quoted R(D) and R(D⇤) values is �0.53,
while the systematic correlation is �0.52. The dataset
used in this measurement includes the one used for the
previous R(D⇤+) result from Belle [13], which is consis-
tent with this measurement. Being statistically corre-
lated, the earlier measurement should not be averaged
with this one, which combines R(D⇤+) and R(D⇤0). A
breakdown of electron and muon channels yields R(D) =
0.281± 0.042± 0.017, R(D⇤) = 0.304± 0.022± 0.016 for
the first case, andR(D) = 0.373±0.068±0.030, R(D⇤) =
0.245±0.035±0.020 for the second case. All fitted yields
are listed in Table II. The EECL and class projections
of the fit are shown in Figures 2, 3, 4, 5. The 2D com-
bination of the R(D) and R(D⇤) results of this analy-
sis, together with the most recent Belle results on R(D)
and R(D⇤) ([12, 14]) obtained using a hadronic tag, are

Most precise measurement to date
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• The	most	abundant	background	is	due	to	
(“prompt”)	Xb→D*-π+π-π+(+neutrals) 
where	the	3	pions come	from	the	Xb vertex	
(BR	~100	times	higher	than	signal).

• Suppressed	by	requiring	minimum	distance	
between	Xb and	τ vertices	(>4σDz).

• This	background	is	suppressed	by	3	orders	of	
magnitude,	while	signal	efficiency	is	35%

• Possible	due	to	the	excellent	LHCb vertex	
precision.
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‣ Tau reconstructed via 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν, only two neutrinos missing
Although a semileptonic decay is studied, nearly no background from B → D* X𝝁 ν

‣ Main background: prompt      
Xb → D*𝜋𝜋𝜋 + neutrals

‣ Suppressed by requiring 
minimum distance 
between Xb & 𝝉 vertices (> 4 σΔz)

BF ~ 100 times larger than signal,

all pions are promptly produced

σΔz : resolution of vertices separation

‣ Reduces this background 
by three orders of 
magnitude

R. Aaij et al (LHCb), 

Phys.Rev.Lett.120,171802 (2018) [arXiv:1708.08856]

Phys.Rev.D 97, 072013 (2018) [arXiv:1709.02505]
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‣ Tau reconstructed via 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν, only two neutrinos missing
Although a semileptonic decay is studied, nearly no background from B → D* X𝝁 ν

‣ Main background: prompt      
Xb → D*𝜋𝜋𝜋 + neutrals

‣ Suppressed by requiring 
minimum distance 
between Xb & 𝝉 vertices (> 4 σΔz)

BF ~ 100 times larger than signal,

all pions are promptly produced

σΔz : resolution of vertices separation

‣ Reduces this background 
by three orders of 
magnitude
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Figure 1: Topology of the signal decay. A requirement on the distance between the 3⇡ and the
B0 vertices along the beam direction to be greater than four times its uncertainty is applied.

3.1.2 Background from other sources

Requirements additional to the detached vertex are needed to reject spurious background
sources with vertex topologies similar to the signal. The various background sources are
classified to distinguish candidates where the 3⇡ system originates from a common vertex
and those where one of the three pions originates from a di↵erent vertex.

The background category, where the 3⇡ system stems from a common vertex, is further
divided into two di↵erent classes depending on whether or not the D⇤� and 3⇡ system
originate from the same b hadron. In the first case, the 3⇡ system either comes from the
decay of a ⌧ lepton or a D0, D+, D+

s or ⇤+
c hadron. In this case, the candidate has the

correct signal-like vertex topology. Alternatively, it comes from a misreconstructed prompt
background candidate containing a B0, B+, B0

s or ⇤0
b hadron. The detailed composition

zΔσz/Δ
-8 -4 0 4 8 12 16 20

C
an

di
da

te
s /

 0
.1

1

10

210

310

410

→
LHCb simulation

)Xπππ*DPrompt (
)DX*DDouble-charm (

)ντ*DSignal (

Figure 2: Distribution of the distance between the B0 vertex and the 3⇡ vertex along the beam
direction, divided by its uncertainty, obtained using simulation. The vertical line shows the 4�
requirement used in the analysis to reject the prompt background component.
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‣ Remaining double charm bkgs:
Xb → D*-Ds+X  
Xb → D*-D+X  
Xb → D*-Ds0+X 

~ 10 x Signal 
~ 1 x Signal  
~ 0.2 x Signal 

LHCb Measurement of R(D*)
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‣ Remaining backgrounds reduced via isolation & MVA

Isolation
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• Signal	candidates	are	required	to	be	well	isolated.

• Events	with	extra	charged	particles	pointing	to	the	
B	and/or	t	vertices		are	vetoed.

• Events	with	neutral	energy	(signal	in	the	
calorimeters)	are	suppressed	by	a	BDT
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• Signal	candidates	are	required	to	be	well	isolated.

• Events	with	extra	charged	particles	pointing	to	the	
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More information about that in backup
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Figure 17: Distributions of (left) t⌧ and (right) q2 in four di↵erent BDT bins, with increasing
values of the BDT response from top to bottom. The fit components are described in the legend.

is used to describe the background. The result of the fit is shown in Fig. 19. The yield
obtained is 17 808± 143.

The fit is also performed with alternative configurations, namely with a di↵erent fit
range or requiring the common mean value of the signal functions to be the same in the 7
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R(D*) = 0.286 ± 0.019 (stat) ± 0.025 (syst)  
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‣ Components: 
1 Signal component for 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν

11 Background components

‣ ~ 1296 ± 86 Signal events 

‣ Using normalization mode 
and light lepton BFs:

‣ Extraction in 3D fit to                           
MVA : q2 : 𝝉 decay time 

Invariant masses of 3𝜋 system

Invariant mass of D*3𝜋 system

Neutral isolation variables

q2 reconstructed with 
some tricks (more in 
backup)

More information about normalization in backup
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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▸ Hot off the press! Guy Wormser’s talk, Tue 2PM

5σ

Nice Illustration 

from L. Grillo
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▸ Probing baryonic decays - different spin structure
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Combinatorial

LHCb
 -13 fb

pp collision
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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▸ Hot off the press! Guy Wormser’s talk, Tue 2PM

5σ

Same experimental Method: exploit vertex 
separation

Λb Λc
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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▸ Probing baryonic decays - different spin structure
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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▸ Hot off the press! Guy Wormser’s talk, Tue 2PM
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▸ Fit to tau decay time, Anti-Ds BDT output and q2
▸ Run 1 dataset, 3/fb
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‣ Extraction in 3D fit to                           
MVA : q2 : 𝝉 decay time 

Kinematic and angular information of 3𝜋 
system, neutral energy in cone around 
3𝜋 direction
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▸ Fit to tau decay time, Anti-Ds BDT output and q2
▸ Run 1 dataset, 3/fb
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FIG. 1. The LHCb [1] result for R(⇤c) (green) is compared to

the SM expectation [3, 4] and to our evaluation (dark blue).

We also show R(⇤c) using |Vcb|excl (light blue) and |Vcb|incl
(medium blue) from Eq. (8).

The latter prediction is in good agreement with the LHCb
measurement in Eq. (4), over the exclusive to inclusive
range for |Vcb|. That is, using Eqs. (4) and (7b), one
finds |Vcb| = (37.5 ± 4.5) ⇥ 10�3. This is compatible
with |Vcb| determined both from exclusive and inclusive
semileptonic decays, for which we use

|Vcb|excl = (39.10 ± 0.50) ⇥ 10�3 [2] ,

|Vcb|incl = (42.16 ± 0.51) ⇥ 10�3 [13] . (8)

For tests of LFUV, one may divide Eq. (4) by Eq. (7a)
to obtain (adding uncertainties in quadrature)

R(⇤c) = |0.04/Vcb|
2 (0.285 ± 0.073) . (9)

This result is in good agreement with the SM prediction
in Eq. (2). For comparison, combining the uncertainties
in Eq. (1) in quadrature gives R(⇤c) = 0.242± 0.076. In
Fig. 1 we show the various evaluations of R(⇤c), includ-
ing the value quoted by LHCb [1] (green), the SM pre-
diction [3, 4] (horizontal band), and our updated values
for the measured R(⇤c) from Eq. (9), using |Vcb| = 0.04
with no uncertainty (dark blue), and |Vcb|excl (light blue)
and |Vcb|excl (medium blue) from Eq. (8).

Our result in Eq. (9) has at present only a mildly
smaller (absolute or relative) uncertainty, because the
last uncertainty in Eq. (4) is substantial. A more pre-
cise measurement of B(⇤b ! ⇤c3⇡) would help re-
duce the uncertainty. The correlation between the SM
prediction and our evaluation of R(⇤c) is 6.1%. We
also calculate the double ratio to the SM expectation
and find R(⇤c)/R(⇤c)SM = |0.04/Vcb|

2 (0.88 ± 0.22),
which can be compared to that obtained from Eq. (1),
R(⇤c)/R(⇤c)SM = 0.75 ± 0.25.

The inclusive semileptonic ⇤b widths are predicted to
be close to those for B decays [14]. To O(⇤2

QCD/m
2) in

the OPE, the rates are obtained from the corresponding
B decay widths by the replacements of �1,2 according to

�
baryon
2 = 0 and �

baryon
1 � �

meson
1 ' 2mbmc(m⇤b � mB �

m⇤c + mD)/(mb � mc) + O(⇤3
QCD/m

2) ' �0.02GeV2.

(Here mB = (3mB⇤ + mB)/4 is the spin-averaged B
(⇤)

mass, and similarly for mD.) With these changes, cor-
recting for the lifetimes, using the isospin averaged mea-
surement B(B ! Xc`⌫) = (10.65 ± 0.16)% [2], and
Ref. [15] for the ⌧ mode, we obtain

B(⇤b ! Xcµ⌫̄) = (10.3 ± 0.2)% , (10a)

B(⇤b ! Xc⌧ ⌫̄) = (2.32 ± 0.07)% . (10b)

Comparing the B(⇤b ! ⇤cµ⌫̄) prediction in Eq. (7a) to
Eq. (10a) implies that decays to excited states should
comprise nearly half of the inclusive rate. The prediction
in Eq. (7a) is also well below expectations [16] based on
the small-velocity limit.
The CDF measurements of decay rates to the excited

states [17]

�[⇤b ! ⇤⇤
c(2595)µ⌫̄]

�[⇤b ! ⇤cµ⌫̄]
= 0.126 ± 0.033+0.047

�0.038 , (11a)

�[⇤b ! ⇤⇤
c(2625)µ⌫̄]

�[⇤b ! ⇤cµ⌫̄]
= 0.210 ± 0.042+0.071

�0.050 , (11b)

then appear to imply that further excited states must
comprise a surprisingly large fraction of the inclu-
sive rate. This CDF analysis, however, relies on the
isospin limit assumption B(⇤⇤

c(2595) ! ⇤c⇡
+
⇡
�) =

2B(⇤⇤
c(2595) ! ⇤c⇡

0
⇡
0) to convert the measurement of

the reconstructed ⇤c⇡
+
⇡
� final state to the full branch-

ing ratio. As has been noted in Ref. [18], the very-near-
threshold intermediate resonance ⇤⇤

c(2595) ! ⌃c(2455)⇡
may alter this ratio significantly, such that B(⇤⇤

c(2595) !

⇤c⇡
+
⇡
�) ' 0.25B(⇤⇤

c(2595) ! ⇤c⇡
0
⇡
0), although the

theory uncertainties in this estimate are not well under-
stood. This would, however, nominally lead to an en-
hancement of Eq. (11a) by a factor of ' 3.3. Similar,
but far smaller prospective enhancements have also been
considered for the ⇤⇤

c(2625) mode [19], such that the cen-
tral value in Eq. (11b) increases to 0.25. The smallness
of the B(⇤b ! ⇤cµ⌫̄) prediction (7a) compared to the in-
clusive rate prediction suggests that such enhancements
may well be present, although these particular enhance-
ments, taken at face value, would cause the ratio of the
⇤b ! ⇤⇤

c(2595)µ⌫̄ versus ⇤b ! ⇤⇤
c(2625)µ⌫̄ decays to de-

part significantly from the (leading order) heavy quark
symmetry expectation of 1/2 (see, e.g., Ref. [20]). A final
state interaction analysis in the ⇤b ! ⇤⇤

c(! ⌃c) ! ⇤c

cascade should be performed to connect HQET predic-
tions to data. Further study of such enhancements is
therefore well motivated.
In conclusion, we pointed out that normalizing the

LHCb measurement of the ⇤b ! ⇤c⌧ ⌫̄ rate to the SM
prediction for ⇤b ! ⇤cµ⌫̄ provides the most robust in-
terpretation for the lepton flavor universality violating
ratio, which reduces the significance of a hint for a sup-
pression of R(⇤c). We presented some evidence that the
fraction of excited states in inclusive semileptonic ⇤b de-
cay may be significantly greater than in semileptonic B

decays, which has important experimental and theoreti-
cal implications.

R(Λ+
c ) = 0.242 ± 0.076
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
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with an overall correlation of ⇢ = �0.33. In addition to
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are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
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One particularly important point here is the treatment
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that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
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and R(D⇤) across measurements.

We further investigate the dependence of the world av-
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R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
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`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
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l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

Note that there is a difference in stat. coverage for the 2D 

(39.3%) versus 1D measurements (68.3%)
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D
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is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
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and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D
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`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D
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`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
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correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
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that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
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with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
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leptonic ⌧ branching fractions and the B ! D
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are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

See also: https://hflav-eos.web.cern.ch/hflav-eos/semi/spring19/html/RDsDsstar/RDRDs.html

ℛ(D*)SM = 0.258 ± 0.005
ℛ(D)SM = 0.299 ± 0.003

More Recent SM Calculations:


BaBar B->D* 

https://arxiv.org/abs/1903.10002

- R(D*)=0.253+-0.005


Gambino, Jung, Schacht  using Belle 2019 data

https://arxiv.org/abs/1905.08209

- R(D*)=0.254 +0.007 -0.006


Bordone, Jung, van Dyk using Belle 2019 data

https://arxiv.org/abs/1908.09398

- RD=297+-0.003, RD*=0.250+-0.003


HFLAV arithmetic average

of SM Calculations


FB, M. Sevilla, D. Robinson, G. Wormser

[Rev. Mod. Phys. 94, 015003,arXiv:2101.08326]
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PRL 118 (2017) 211801

 0.027± 0.035 ±0.270 
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LHCb 3-prong
PRL 120 (2018) 171802

 0.029± 0.019 ±0.283 
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SM prediction by HFLAV
with inputs from
PRD 95 (2017) 115008
JHEP 12 (2017) 060
PLB 795 (2019) 386
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SM prediction
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First observation! 6.1σ

▸ External input 
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c )SM = 0.340± 0.004

F. U. Bernlochner, et. al. Phys. Rev. D99 (2019) 055008

Compatible with SM (~1σ)

▸ Additional measurements and additional 
observables even more important!

▸ See Guy Wormser’s talk, Tue 2PM
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Compatible with SM (~1σ)

▸ Additional measurements and additional 
observables even more important!

▸ See Guy Wormser’s talk, Tue 2PM
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~1.8 σ
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https://arxiv.org/abs/1908.09398


6 Grundlagen der Auswertung von 
Teilchenphysikmessungen

Die vorigen Kapitel erklären die Grundlagen der Wechselwirkungen 
von Teilchen und die Detektortypen, aus denen Teilchenphysikexpe-
rimente bestehen. Die physikalischen Ergebnisse purzeln aber nicht 
gleichsam aus dem Experiment von selbst heraus: Die Detektoren 
erzeugen elektronische Signale, die aufgezeichnet, gefiltert, zusam-
mengefasst und interpretiert werden müssen. Diese Schritte werden 
insgesamt als Datennahme und Auswertung bezeichnet. In diesem 
Kapitel wird der Weg von der Aufnahme einzelner Wechselwirkungen 
bis zur Interpretation der Ergebnisse im Licht bekannter oder neuer 
physikalischer Theorien beleuchtet. Er führt über die Auswahl der zu 
speichernden Ereignisse und die Bestimmung elementarer Messgrö-
ßen der einzelnen aufgezeichneten Teilchen bis zur Auswahl der inte-
ressanten Ereignisse und Teilchen für eine bestimmte Messung.

Florian Bernlochner 

B) More on some selected Topics



Bernlochner Part B2 UltimateVxb

hadrons make reliable predictions for the partial or total rate of hadronic B meson decays extremely
challenging and less precise than semileptonic predictions. Leptonic decays are theoretically very well
understood, but in the SM the decay to light leptons is suppressed by helicity considerations and
B ! ⌧ ⌫̄⌧ is experimentally very challenging and sensitive to new physics through e.g. charged Higgs
boson or leptoquark exchanges. Semileptonic decays o↵er a good middle ground between experimental
di�culties and the need for precise theoretical predictions.

There are two approaches to measure absolute values of Vub and Vcb from semileptonic decays:

1. Inclusive determinations remain agnostic about the specifics of the hadronic Xq system

2. Exclusive determinations explicitly reconstruct one specific hadronic final state

The theory input for both approaches is considered mature. For exclusive decays input from non-
perturbative methods is needed to calculate the hadronic matrix elements. The most reliable measure-
ments combine non-perturbative predictions from lattice QCD and/or QCD light-cone sum rules with
the experimental information about the dynamics of the form factors of the hadronic matrix elements.
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Figure 3: |Vub| & |Vcb| world averages

For inclusive decays the large mass of the b quark allows for
the systematic expansion of the SM Lagrangian in inverse
powers of mb. This expansion is called the Heavy Quark
Expansion (HQE) [28–30] and allows for predicting the to-
tal decay rate with uncertainties below 5% [31, 32], with
recent progress reducing this to below 3% [33, 34]. Unfor-
tunately for B ! Xu ` ⌫̄` , measurements of the total decay
rate are very challenging due to the abundant background
from the CKM-favored B ! Xc ` ⌫̄` decay. Experimentally
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` have very similar signatures,
and measurements focus on regions of phase space where
B ! Xc ` ⌫̄` is suppressed2.

The determined values from inclusive and exclusive
approaches are only marginally compatible: Figure 3
shows the world average from the imminent update of Ref. [37]. The red ellipse shows the result of a
global fit of various determinations of exclusive |Vub| and |Vcb| with measurements of ratios of exclusive
|Vub| /|Vcb| (colored bands). The black marker shows the inclusive determinations and each exhibit a
tension of 3.3 standard deviations with respect to the corresponding exclusive values, resulting
in approximatively 10% di↵erence in the ratio of |Vub| /|Vcb| . The figure also shows the combined
disagreement, which corresponds to 4.6 standard deviations. This tension is not a recent occurrence,
but poses a long-standing problem (cf. B1).
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Figure 4: Future CKM test

Pushing the CKM test to its limits: With new mea-
surements from Belle II and LHCb, the sensitivity of the
CKM unitarity test will be significantly improved. Of partic-
ular importance is to test the compatibility of the position
of the apex of the unitarity triangle from tree-level mea-
surements (Vub , Vcb , CKM �) with loop-level constraints.
An incompatibility between both sets of constraints would
point to the presence of new physics [38]. Figure 4 shows
the estimated sensitivity of tree-level constraints on the apex
obtainable from measurements at Belle II with 50 ab�1 and
from the full HL-LHC dataset (adapted from [39], constraint from |Vub| /|Vcb| shown as green band
and from CKM � as olive green band). The two dark green circles show the impact of the present
day 10% di↵erence on |Vub| /|Vcb| on the constraint from inclusive and exclusive determinations. If not
resolved, the discrepancy will significantly weaken the reach for searches for new physics coupling to
the quark sector by comparing to the loop-level position of the apex (yellow-red regions).

2
The properties of semileptonic B ! Xc ` ⌫̄` decays beyond the 1S ground states are not very well understood. The

PI investigated this in e.g. Refs. [8, 14, 35, 36].

4

Future sensitivity with full Belle II and LHCb data sets

+ some improvements on LQCD / incl. calculations



#126

 from  mom.|Vcb | q2 F. Bernlochner, M. Fael, K. Olschwesky, E. Persson,

R. Van Tonder, K. Vos, M. Welsch [arXiv:2205.10274]

Extraction of  from  moments:|Vcb | q2

Figure 4: Fit projections for the central q2 moments as a function of the q
2 threshold,

combined with the measurement moments from both Belle and Belle II.

Figure 5: Comparison between Belle, Belle II and the combined fit for the correlation
between |Vcb| and ⇢

3

D. The crosses indicate the best-fit points.

For completeness, we also performed fits for di↵erent sets of ⇢mom and ⇢cut. The fit
results for Vcb, ⇢3D, r

4

E and r
4

G are given in Appendix C. These scans confirm the above
conclusion, that Vcb is stable against variations of ⇢mom and ⇢cut. A similar conclusion was
found in [10].
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on the mom. predictions

|Vcb|⇥ 103 mb mc µ
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⇡ ⇢
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4

G
r
4

E
⇥ 10 s

4

E
s
4

qB
s
4

B
⇢cut ⇢mom

Value 41.69 4.56 1.09 0.37 0.43 0.10 -0.12 0.04 -0.04 -0.02 0.04 0.05 0.10

Uncertainty 0.59 0.02 0.01 0.07 0.24 0.18 0.68 0.31 0.95 0.99 0.95 0.13 0.81

Table 5: Fit result including all 1/m4

b parameters with a Gaussian constraint with a mean
of zero and a standard deviation of one. All parameters are expressed in GeV at the
appropriate power.

Gaussian constraint (mean of zero, standard deviation one). The results of this fit is given in
Table 5. We observe no significant deviations from the default fit results. As expected, this
fit shows that the most sensitive O(1/m4

b) HQE parameters are r4G and r
4

E, since the post-fit
parameter uncertainties can be reduced. For the remaining O(1/m4

b) HQE parameters, no
significant uncertainty reduction is seen. Most importantly, we obtain exactly the same
Vcb value as from our default fit. Nevertheless, to be rather conservative, we do add an
additional uncertainty due to the neglected s

4

E, s
4

B and s
4

qB parameters. To assess this
additional uncertainty, we consider the e↵ect on |Vcb| by varying these parameters by ±1
GeV4. In total, we find an additional uncertainty of 0.23 · 10�3 on Vcb, dominated by the
contribution of s4E. Our final result is therefore

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (44)

where we have added the total fit uncertainty and the additional uncertainty from missing
higher orders in quadrature.

5 Conclusion and outlook

We have presented the first determination of Vcb from q
2 moments of the inclusive B !

Xc`⌫̄` spectrum based on [20]. These moments have the benefit that they depend on an RPI
reduced set of HQE parameters, requiring only 8 non-perturbative parameters up to order
1/m4

b . This opens the way to determination of Vcb including 1/m4

b terms based solely on
data. In this first determination, we are able to include two out of five 1/m4

b parameters. In
addition, we performed an in-depth analysis of the theoretical correlations for the moments
predictions, with a default scenario where these parameters are determined from data.

Using the recently measured q
2 moments from both Belle and Belle II, we find

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (45)

which has an incredible percent-level precision. Our new value present an independent cross-
check of previous inclusive Vcb determinations, using both new data and a new method. We
find good agreement with the previously obtained inclusive Vcb determination quoted in
(1) from [8] which was obtained from lepton-energy and hadronic invariant mass moments.
This shows once again that inclusive Vcb can be reliably obtained using the HQE and that
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#127Chiral Fermion states 

Reminder: Helicity = Projection of spin on momentum of particle

ĥ = ⃗s ⋅
⃗p

| ⃗p |

spin

momentum

“right-handed”  
particle

“left-handed”  
particle

⃗sz ↑ ↑ ⃗p

⃗sz ↑ ↓ ⃗p

“right-chiral”

λ = −
1
2

λ = +
1
2

⃗p

⃗s

⃗s
⃗sz

⃗szλ = ± 1
2

Eigenvalues 
of :       ĥ

Chirality = “Handedness”, no observable

BUT property of particle state

uL, uR [  Dirac spinor]u :

Define: uL =
1
2 (1 − γ5) u uR =

1
2 (1 + γ5) u

“left-chiral”

Weak charged Currents

Couple to LH Chiral 
particles & RH Chiral 
anti-particles

Couple to LH Helicity 
particles & RH Helicty 
anti-particles

m = 0



uRH = PR uRH + PL uRH =
1
2 (1 +

p
E + m ) uR +

1
2 (1 −

p
E + m ) uL

right-handed ( )λ = +
1
2

right-chiral left-chiral

uLH = PR uLH + PL uLH =
1
2 (1 −

p
E + m ) uR +

1
2 (1 +

p
E + m ) uL

left-handed ( )λ = −
1
2

right-chiral left-chiral

Although only LH chiral particles participate in the Weak interaction, the contribution from 

RH Helicity states is not necessarily zero!

Introduce chiral projection operators

PL =
1
2 (1 − γ5) PR =

1
2 (1 + γ5) “select” L,R component 

of Dirac spinor

with properties: P2
L,R = PL,R PL + PR = 1 PLPR = PRPL = 0



In matrix form (Dirac representation):

PL =
1
2 (1 − γ5) =

1
2 [(1 0

0 1) − (0 1
1 0)] =

1
2 ( 1 −1

−1 1 )
= I2×2

= I2×2

Note: for discussion of chiral states, the Weyl representation (also “chiral representation”) 
is often used, since then

γ5 = (−1 0
0 1) ⇒ PL = (0 0

0 1) PR = (1 0
0 0)

PL (ψR
ψL) = ( 0

ψL) PR (ψR
ψL) = (ψR

0 )

Derivation of this important result on next few slides (not covered in this lecture, 

cf. particle physics lecture)



Look at Dirac spinors for fermions with ⃗p = (
0
0
p)

Case 1:  or   (e.g. neutrinos or highly relativistic particles)m = 0 E ≫ m

uRH = E + m

1
0
p

E + m

0

⟶ E

1
0
1
0

E ≫ m

uLH = E + m

0
1
0

− p
E + m

⟶ E

0
1
0

−1E ≫ m

has λ = +
1
2

has λ = −
1
2

(RH)

(LH)

PL uRH =
1
2

E

1 0 −1 0
0 1 0 −1

−1 0 1 0
0 −1 0 1

1
0
1
0

=

0
0
0
0



PL uLH =
1
2

E

1 0 −1 0
0 1 0 −1

−1 0 1 0
0 −1 0 1

0
1
0

−1

=
1
2

E

0
2
0

−2

= E

0
1
0

−1

= uL

PR uRH = uRH = uR

PR uLH = 0 For :m = 0 helicity = chirality

For arbitrary spinors , we can define chirality components viau

u = (PR + PL)u = PRu + PLu = uR + uL

Particles Anti-Particles

uL =
1
2 (1 − γ5) u

uR =
1
2 (1 + γ5) u

ūL = ū
1
2 (1 + γ5)

ūR = ū
1
2 (1 − γ5)

vL =
1
2 (1 + γ5) v

vR =
1
2 (1 − γ5) v

v̄L = v̄
1
2 (1 − γ5)

v̄R = v̄
1
2 (1 + γ5)

Note:

ūL = u†
Lγ0

= u† 1
2 (1 − γ5) γ0

γ5γ0 = − γ0γ5

= u† 1
2 (γ0 − γ5γ0)

= u† 1
2 (γ0 + γ0γ5)

= u†γ0 1
2 (1 + γ5) = ū

1
2 (1 + γ5)

(γ5)† = γ5



Case 2: m ≠ 0

:λ = +
1
2

:λ = −
1
2

PL uRH =
1
2

E + m

1 0 −1 0
0 1 0 −1

−1 0 1 0
0 −1 0 1

1
0
p

E + m

0

=
1
2

E + m

1 − p
E + m

0
−1 + p

E + m

0

=
1
2

E + m (1 −
p

E + m )
1
0

−1
0

⟶ 0

p
E

= β ≈ 1

E ≫ m

E ≫ m

PL uLH =
1
2

E + m (1 +
p

E + m )
0
1
0

−1

⟶ uL

E ≫ m

Degree of “polarization”: 
P(λ = + 1

2 ) − P(λ = − 1
2 )

P(λ = + 1
2 ) + P(λ = − 1

2 )
=

(1 − p
E + m )2 − (1 + p

E + m )2

(1 − p
E + m )2 + (1 + p

E + m )2
⟶ −

p
E

= − β = −
v
c

Probability

E ≫ m

 Leptons that couple to  bosons have negative helicity with a probability of  

(close to a 100% for relativistic particles). The probability for positive helicity is 
⇒ W β

1 − β

For anti-leptons it’s the other way around! 

PR uRH =
1
2

E + m (1 +
p

E + m )
1
0

−1
0

⟶ uR

E ≫ m

PR uLH =
1
2

E + m (1 −
p

E + m )
0
1
0

−1

⟶ 0
E ≫ m



We note: Electron and muon are both 
relativistic , tau carries a lot less 
momentum with respect to its mass

(β ≈ 0.99) (⟨β⟩max ≈
⟨p⟩max

⟨E⟩max
=

1.9 GeV
(1.9)2 + 1.772GeV)

≈ 0.73

p ≈ 1.9 GeVPhase-space in 2D



Weak force couples

only to RH chirale antiparticles


 (and LH chirale particles)

To conserve angular momentum

tau needs to possess RH helicity

Anti-Neutrinos have almost no 
mass, i.e. have RH helicity

Spin situation: D-meson is a pseudo-scalar and has spin 0:

RH Helicity = Sum of RH chiral and LH chiral contributions

Let us consider the situation for a  decaying into D, tau, anti-tau neutrino (i.e. 
particles) at zero recoil

B

ν̄τ τ−D
⇒

momentum

Projection of spin

J = 0
⇒ B

w = 1, q2 = q2
max



uRH = PR uRH + PL uRH =
1
2 (1 +

p
E + m ) uR +

1
2 (1 −

p
E + m ) uL

right-handed ( )λ = +
1
2

right-chiral left-chiral

m → 0 : RH helicity = RH chirality Particles:  no coupling to Weak force

Anti-particles: Coupling to Weak force

But for  leptons this is not the case:τ

ν̄μ τ−D

 RH helicity state = RH chiral statemν ≈ 0 :

 RH helicity state 
has LH chiral contributions
β ≈ 0.1 − 0.7⇒⇒ B

Zero-recoil is strongly helicity suppressed for light leptons with  
p

E + m
≈ 1
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Spectral Moment Fit from HFLAV (Kinetic scheme)
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(Phys. Rev. D80 074010, 2009)

m1S
c = 0.986 ± 0.013 GeV

 -fit of the spectral moments, 
which includes theory 
uncertainties and correlations

based on a fixed correlation model

χ2

theory error
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(a)

(b)

FIG. 3. Total partonic decay rate in the kinetic (a) and 1S
scheme (b) as a function of the renormalization scale µs. See
text for details. Note that the normalization chosen for the y
axis is scheme independent.

N3LO. Fig 3(b) shows the corresponding results for the
1S scheme where mc is defined via a HQET relation.

The total partonic rate in the kinetic and in the 1S
scheme di↵er for the following reason. Higher power cor-
rections are not included in our partonic b ! c`⌫̄` predic-
tion. In particular the kinetic scheme absorbs µ2/m2

b and
µ3/m3

b terms from the redefinition of µ2
⇡ and ⇢3D, while in

the 1S scheme we neglect higher 1/mb and 1/mc power
corrections when expressing the charm mass in terms of
meson masses within HQET. Only the B ! Xc`⌫̄` total
rate predictions can be compared.

In general the large-�0 terms provide dominant contri-
butions. However, in all cases the remaining terms are
not negligible and often have a di↵erent sign. In the ki-
netic scheme where the charm quark is renormalized in
the MS scheme the remaining contributions are numeri-

FIG. 4. The third-order coe�cient to�q introduced in Eq. (1)
as a function of me/mµ.

cally even bigger than the large-�0 terms.
It is impressive that the expansion in � shows a good

converge behaviour even for � ! 1 which corresponds to
a massless daughter quark. This allows us to extract the
coe�cient X3 for the decay b ! u`⌫̄. A closer look to
the �10, �11, and �12 terms in Fig. 2 indicates that the
convergence is quite slow for ⇢ ! 0. As central value
for the three-loop prediction we use our approximation
based on the �12 term and estimate the uncertainty from
the behaviour of the one- and two-loop [66, 67] results for
⇢ = 0, where the exact results are known. Incorporating
expansion terms up to order �12 we observe a deviation
of about 3.5% whereas the �12 terms amount to less than
1%, both at one and two loops. At three loops the �12

term amounts to about 2%. We thus conservatively esti-
mate the uncertainty to 10% which leads to

Xu
3
⇡ �202± 20 . (10)

In this result the contributions with closed charm loops
are approximated with mc = 0.
In the remaining part of this paper we specify our re-

sults to QED and study the corrections to the muon de-
cay. A comprehensive review of the various correction
terms is given in Ref. [42] where �q in Eq. (1) is param-
eterized as

�q =
X

i�0

�q(i) . (11)

�q(0) is given by X0 � 1 (see Eq. (4)) with ⇢ = me/mµ

and �q(1) [41] and �q(2) [67, 68] are easily obtained af-
ter specification of the QCD colour factors to their QED
values (see Ref. [42] for analytic results). We introduce
�q(3) = (↵(mµ)/⇡)3X

µ
3
, where ↵(mµ) is the fine struc-

ture constant in the MS scheme [42]. In Fig. 4 we show
the third-order coe�cient Xµ

3
for 0  ⇢  0.3. At

the physical point me/mµ ⇡ 0.005 the convergence be-
haviour is similar to QCD. We estimate Xµ

3
using the

same approach as for Xu
3
and examine the one- and two-

loop behaviour. Up to an overall factor CF the one-loop

Fantastic progress on the theory side: 
semileptonic rate @ N3LO!

2

(a) (b)

(c) (d)

(e) (f)

FIG. 1. Sample Feynman diagrams which contribute to the
forward scattering amplitude of a bottom quark at LO (a),
NLO (b), NNLO (c) and N3LO (d-f). Straight, curly and
dashed lines represent quarks, gluons and leptons, respec-
tively. The weak interaction mediated by the W boson is
shown as a blob.

compute for the first time ↵3 corrections to �q by spec-
ifying the colour factors of our b ! c`⌫̄ result to QED
and taking the limit mc ! 0. This allows for the deter-
mination of the third-order coe�cient with an accuracy
of 15%.

II. CALCULATION

We apply the optical theorem and consider the forward
scattering amplitude of a bottom quark where at leading
order the two-loop diagram in Fig. 1(a) has to be consid-
ered. It has a neutrino, a lepton and a charm quark as
internal particles. The weak interaction is shown as an
e↵ective vertex. Our aim is to consider QCD corrections
up to third order which adds up to three more loops.
Some sample Feynman diagrams are shown in Fig. 1(b-
f).

The structure of the Feynman diagrams allows the in-
tegration of the massless neutrino-lepton loop which es-
sentially leads to an e↵ective propagator raised to an ✏-
dependent power, where d = 4� 2✏ is the space-time di-
mension. The remaining diagram is at most of four-loop
order.

From the technical point of view there are two basic
ingredients which are crucial to realize our calculation.
First, we perform an expansion in the di↵erence between
the bottom and charm quark mass. It has been shown
in Ref. [27] that the expansion converges quite fast for
the physical values of mc and mb. Second, we apply the
so-called method of regions [44, 45] and exploit the simi-
larities to the calculation of the three-loop corrections to

the kinetic mass [46].
The method of regions [44, 45] leads to two possible

scalings for each loop momentum kµ

• |kµ| ⇠ mb (h, hard)

• |kµ| ⇠ � ·mb (u, ultra-soft)

with � = 1 �mc/mb. We choose the notion “ultra-soft”
for the second scaling to stress the analogy to the cal-
culation of the relation between the pole and the kinetic
mass of a heavy quark, see [46, 47]. Note that the mo-
mentum which flows through the neutrino-lepton loop,
`, has to be ultra-soft since the Feynman diagram has
no imaginary part if ` is hard since the corresponding
on-shell integral has no cut.
Let us next consider the remaining (up to three) mo-

mentum integrations which can be interpreted as a four-
point amplitude with forward-scattering kinematics and
two external momenta: ` and the on-shell momentum
p2 = m2

b . This is in close analogy to the scattering ampli-
tude of a heavy quark and an external current considered
in Ref. [46]. In fact, at each loop order each momentum
can either scale as hard or ultra-soft:

O(↵s) h, u

O(↵2
s) hh, hu, uu

O(↵3
s) hhh, hhu, huu, uuu

Note that all regions where at least one of the loop mo-
menta scales ultra-soft leads to the same integral families
as in Ref. [46, 47]. The pure-hard regions were absent
in [46, 47]; they lead to (massive) on-shell integrals.
At this point there is the crucial observation that the

integrands in the hard regions do not depend on the loop
momentum `. On the other hand, the ultra-soft integrals
still depend on `. However, for each individual integral
the dependence of the final result on ` is of the form

(�2p · `+ 2�)↵ (2)

with known exponent ↵. This means that it is always
possible to perform in a first step the ` integration which
is of the form

Z
dd`

`µ1`µ2 · · ·

(�2p · `+ 2�)↵(�`2)�
. (3)

A closed formula for such tensor integrals with arbitrary
tensor rank and arbitrary exponents ↵ and � can easily
be obtained from the formula provided in Appendix A
of Ref. [45]. We thus remain with the loop integrations
given in the above table. Similar to Eq. (3) we can in-
tegrate all one-loop hard or ultra-soft loops which leaves
us with pure hard or pure ultra-soft contributions up to
three loops.
A particular challenge of our calculation is the high

expansion depth in �. We perform an expansion of all
diagrams up to �12. This leads to huge intermediate ex-
pressions of the order of 100 GB. Furthermore, for some
of the scalar integrals individual propagators are raised

Renormalization scale
SL

 R
at

e

Kinetic Scheme

LO

NLO

NNLO N3LO

M. Fael, K. Schönwald, M. Steinhauser

[Phys.Rev.D 104 (2021) 1, 016003, arXiv:2011.13654]
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mkin
b mc(2GeV) µ2

⇡ ⇢3D µ2
G(mb) ⇢3LS BRc`⌫ 103|Vcb|

4.573 1.092 0.477 0.185 0.306 -0.130 10.66 42.16

0.012 0.008 0.056 0.031 0.050 0.092 0.15 0.51

1 0.307 -0.141 0.047 0.612 -0.196 -0.064 -0.420

1 0.018 -0.010 -0.162 0.048 0.028 0.061

1 0.735 -0.054 0.067 0.172 0.429

1 -0.157 -0.149 0.091 0.299

1 0.001 0.013 -0.225

1 -0.033 -0.005

1 0.684

1

TABLE I. Results of the updated fit in our default scenario (µc = 2GeV, µb = mkin
b /2). All parameters are in GeV at the

appropriate power and all, except mc, in the kinetic scheme at µ = 1GeV. The first and second rows give central values and
uncertainties, the correlation matrix follows.

UPDATING THE SEMILEPTONIC FIT

Despite ongoing analyses of the q2 and MX -moments at Belle and Belle II [31, 32], no new experimental result on
the semileptonic moments has been published since the 2014 fit [4]. On the other hand, new lattice determinations
of mb and mc have been presented, improving their precision by roughly a factor 2. We use the FLAG 2019 averages
[17] with Nf = 2 + 1 + 1 for mb and mc,

mc(3GeV) = 0.988(7)GeV,

mb(mb) = 4.198(12)GeV, (7)

which correspond to mc(2GeV) = 1.093(8) and mkin
b (1GeV) = 4.565(19)GeV, where for the latter we have used

option B of [3] for the definition of mkin
b . We now repeat the 2014 default fit with both these constraints, slightly

updating the theoretical uncertainty estimates. In view of the small impact of the O(1/m4
b , 1/m

5) and O(↵s⇢3D)
corrections discussed in the previous section, we reduce the theoretical uncertainties used in the fit to the moments
with respect to Ref. [4]. In particular, we consider a 20%, instead of a 30%, shift in ⇢3D and ⇢3LS , and reduce to 4 MeV
the safety shift in mc,b. For all of the other settings and for the selection of experimental data we follow Ref. [4].

While the central values of the fit are close to those of 2014, the uncertainty on mkin
b (mc(3GeV)) decreases from

20(12) to 12(7) MeV, and we get |Vcb| = 42.39(32)th(32)exp(25)� 10�3 with �2
min/dof = 0.46. The very same fit

performed with µc = 2GeV and µb = mkin
b /2 gives

|Vcb| = 42.16(30)th(32)exp(25)� 10�3 (8)

with �2
min/dof = 0.47 and we neglect the very small shift due to the O(↵s⇢3D) correction to �sl. This is our new

reference value and in Table I we display the complete results of this fit.

Let us now comment on the interplay between the fit to the moments and the use of Eq. (1). First, we observe
that the fit to the moments is based on an O(↵2

s) calculation [20, 33–36] without O(↵s⇢3D) contributions, and that
the lower precision in the calculation of the moments with respect to the width inevitably a↵ects the determination of
|Vcb|. This is clearly visible in Eq. (6), where the theoretical component of the error is larger than the residual theory
error associated with the width. However, only a small part of that uncertainty is related to the purely perturbative
corrections, which are relatively suppressed in some semileptonic moments but sizeable in �sl, as we have seen above.
In other words, an O(↵3

s) calculation of the moments is unlikely to improve the precision of the fit significantly, and
the inclusion of O(↵3

s) corrections only in �sl is perfectly justified. On the other hand, an O(↵s/m3
b) calculation of the

moments can have an important impact on the |Vcb| determination. This is because the semileptonic moments, and
the hadronic central moments in particular, are highly sensitive to the OPE parameters. Since the power correction
related to ⇢3D amounts to about 3% percent in Eq. (1), an O(↵s) shift on ⇢3D induced by perturbative corrections to
the moments can have a significant impact in the determination of |Vcb|. Our estimates of the theoretical uncertainties
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Updated inclusive fit to  moments:⟨Eℓ⟩, ⟨MX⟩

M. Bordone, B. Capdevila, P. Gambino

[Phys.Lett.B 822 (2021) 136679, arXiv:2107.00604]

!Δ |Vcb | / |Vcb | = 1.2 %

See also [Phys.Lett.B 829 (2022) 137068, 2202.01434] for very recent 1S fit finding |Vcb | = (42.5 ± 1.1) × 10−3



Spectral moments :

→ Number of ME reduce by exploiting reparametrization 
invariance, but not true for every observable


Bad news: number of these matrix elements increases if one increases expansion in 1/mb,c

Inclusive Decays

Heavy Quark Expansion (HQE): pb = mbv + k
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HQE parameters are extracted from data.
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Innovative idea from [JHEP 02 (2019) 177, arXiv:1812.07472] 

(M. Fael, T. Mannel, K. Vos)

 Momentsw = (mBv − q)2 ⇒ ⟨Mn
X⟩

 Momentsw = v ⋅ pℓ ⇒ ⟨En
ℓ⟩

 Momentsw = q2 ⇒ ⟨(q2)n⟩

not RPI (depends on )v

RPI! (does not depend on )v

not RPI (depends on )v

⟨Mn[w]⟩ = ∫ dΦ wn(v, pℓ, pν) Wμν Lμν

v = pB /mB
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FIG. 7. Total (gray) and grouped (colored histograms) rela-
tive systematic uncertainties of the raw q2 moments as func-
tions of q2 threshold are shown.

B. Calibration of q2
Moments

The calibration curves depend on the composition and
modeling of B ! Xc ` ⌫̄`. We evaluate the impact
of the branching fraction uncertainties in B ! D`⌫̄`,
B ! D⇤`⌫̄`, and B ! D⇤⇤`⌫̄` by independently vary-
ing the branching fraction of each simulated compo-
nent by one standard deviation and determining the cor-
responding variations of the calibration functions and
calibration factors. To assess the effect of the poorly
known non-resonant and gap modes, calibration proce-
dures from two different approaches are compared. The
first model removes contributions from B ! D(⇤)⇡⇡`⌫̄`
and B ! D(⇤)⌘`⌫̄` decays. The second model replaces
them with decays to D⇤⇤ states (D⇤

0 and D0
1). Although

there is no experimental evidence for additional decays
of charm 1P states into other final states or the existence
of an additional broad state in semileptonic transitions,
this provides an alternative kinematic description of the
three-body decay, B ! D⇤⇤

gap `⌫̄`. We also evaluate the
sensitivity of the calibration functions and factors to the
B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄` BGL form-factor parame-
ters. For each orthogonal variation of the BGL parame-
ters we repeat the calibration.

Modeling of the photon and charged-particle multiplic-
ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c20 and p⇤` > 1GeV/c0
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
a smoothed cubic spline and correct MC events to eval-
uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.

C. Breakdown of the systematic uncertainties

Figure 7 shows the relative systematic uncertainty for
the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
certainty increases. At low q2 thresholds and for the first
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FIG. 7. Total (gray) and grouped (colored histograms) rela-
tive systematic uncertainties of the raw q2 moments as func-
tions of q2 threshold are shown.

B. Calibration of q2
Moments

The calibration curves depend on the composition and
modeling of B ! Xc ` ⌫̄`. We evaluate the impact
of the branching fraction uncertainties in B ! D`⌫̄`,
B ! D⇤`⌫̄`, and B ! D⇤⇤`⌫̄` by independently vary-
ing the branching fraction of each simulated compo-
nent by one standard deviation and determining the cor-
responding variations of the calibration functions and
calibration factors. To assess the effect of the poorly
known non-resonant and gap modes, calibration proce-
dures from two different approaches are compared. The
first model removes contributions from B ! D(⇤)⇡⇡`⌫̄`
and B ! D(⇤)⌘`⌫̄` decays. The second model replaces
them with decays to D⇤⇤ states (D⇤

0 and D0
1). Although

there is no experimental evidence for additional decays
of charm 1P states into other final states or the existence
of an additional broad state in semileptonic transitions,
this provides an alternative kinematic description of the
three-body decay, B ! D⇤⇤

gap `⌫̄`. We also evaluate the
sensitivity of the calibration functions and factors to the
B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄` BGL form-factor parame-
ters. For each orthogonal variation of the BGL parame-
ters we repeat the calibration.

Modeling of the photon and charged-particle multiplic-
ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c20 and p⇤` > 1GeV/c0
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
a smoothed cubic spline and correct MC events to eval-
uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.

C. Breakdown of the systematic uncertainties

Figure 7 shows the relative systematic uncertainty for
the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
certainty increases. At low q2 thresholds and for the first

Largest uncertainty from reconstruction, background subtraction,  modelXc

Belle II sensitivity similar to Belle already. 
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Quantitative comparison between measured spectra and various modelings

To quantify the agreement between the measured distributions and the three MC predictions (Hybrid, DFN [15],
BLNP [16]), we carry out a �2 test. For this test the full experimental correlations are taken into account and the
obtained �2 values are given in Table VIII. Note that no theory uncertainties were included. Overall the agreement
with the hybrid MC is fair for all measured distributions, but the comparisons in MX , M2

X and P+ show poor
agreement for DFN and BLNP. This is due to that in these measurements the B ! Xu `+ ⌫` resonance region is
resolved, which is not adequately modelled by fully inclusive predictions.

�2 EB
` MX M2

X q2 P+ P�

n.d.f. 16 8 5 12 9 10

Hybrid 13.5 2.5 2.6 4.5 1.7 5.2

DFN 16.2 63.2 13.1 18.5 29.3 6.1

BLNP 16.5 61.0 6.3 20.6 23.6 13.7

TABLE VIII. The �2 of the measured di↵erential branching fractions respect to various modelings. The number of degree of
freedom (n.d.f.) is equal to the number of bins, which is also listed.

The first three moments in the phase space region of EB
` > 1GeV

Using the measured di↵erential branching fractions, we determine the first to third moments of all measured
kinematic observables. The moments are determined with a progression of the kinematic variable and defined for the
partial phase-space with a selection of EB

` > 1GeV unless stated otherwise. As the moments are determined using
binned information, we validate their accuracy using binned and unbinned B ! Xu `+ ⌫` MC events. The resulting
biases from using binned information is negligible for all distributions, expect for the moments of the hadronic mass
spectrum. There, the resonance region leads to strong changes in the line-shape, which are not well captured by the
utilized binning. The resulting biases are still small in comparison to the experimental errors and for the hadronic
mass spectrum, we include them into the total experimental uncertainty. Figures 10-12 shows the results for each
measured kinematic variable, also showing the prediction from binned and unbinned B ! Xu `+ ⌫` hybrid MC.

FIG. 10. The first (left), second (middle) and third (right) moment of the measured di↵erential branching fraction of EB
` .

The full experimental uncertainty is included and shown for the extracted moments. The moments based on binned hybrid MC
(blue and including full modelling uncertainty) are compared to measured data and the event-wise treatment of generator-level
hybrid events (red dotted) in a ratio, respectively.

Agreement

(w/o theory uncertainties)
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Xu

New Idea: Exploit that exclusive  final states 

can be separated using the # of charged pions

Xu

nπ+ = 0 :

nπ+ = 1 :

nπ+ = 2 :

nπ+ ≥ 3 :

B → π0ℓν̄ℓ

B → π+ℓν̄ℓ

B → Xuℓν̄ℓ

3

of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

pk

pi
Use ‘thrust’,  

expect more collimated system 
for  and   

than for other proceses
B → π0ℓν̄ℓ B → π+ℓν̄ℓ

other

n

Extraction of BFs and   form factors, in 2D fit of  B → π q2 : nπ+q2

Use high  to constrain MX B → Xcℓν̄ℓMX
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
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at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

2D Categories :

4

FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

→ (Note that  of 
course contains  )

B → Xuℓν̄ℓ
B → πℓν̄ℓ

ρ = 0.10
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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FIG. 3. The q2 spectra of B
0 ! ⇡+`�⌫̄` obtained from

the fit of the combined LQCD and experimental information
(orange, solid) and from the fit to LQCD only (green, dashed)
are shown. The data points are the background subtracted
post-fit distributions, corrected for resolution and e�ciency
e↵ects and averaged over both isospin modes. In addition,

the LQCD pre-fit prediction of [36] for the B
0 ! ⇡+`�⌫̄`

form factor is shown (grey).

compatible with the world average within 1.1 standard
deviations. Fig. 2 (bottom) compares the obtained val-
ues and we also find good agreement between the isospin
conjugate exclusive values of |Vub|. Figure 3 compares the

fitted q2 spectra of the di↵erential rate of B
0 ! ⇡+`�⌫̄`

for both fit scenarios as well as for the LQCD input [36].
The inclusion of the full experimental and theoretical
knowledge leads to a higher rate at low q2.

In summary, we presented the first simultaneous deter-
mination of inclusive and exclusive |Vub| within a single
analysis. In the ratio of both |Vub| values many system-
atic uncertainties such as the tagging calibration or the
lepton identification uncertainties cancel and one can di-
rectly test the SM expectation of unity. We recover ra-
tios that are compatible with this expectation, but 1.6
standard deviations higher than the ratio of the current
world averages of inclusive and exclusive |Vub|. This ten-
sion is reduced to 1.1 standard deviations when including
the constraint based on the full theoretical and experi-
mental knowledge of the B ! ⇡ ` ⌫̄` form factor shape.
We average our inclusive and exclusive values from both
approaches using LQCD or LQCD and additional exper-
imental information and find,

|Vub| = (4.01± 0.27)⇥ 10�3 , (LQCD) (14)

|Vub| = (3.85± 0.26)⇥ 10�3 , (LQCD+ exp.) (15)

respectively. These values can be compared with
the expectation from CKM unitarity of Ref. [47]
of |V CKM

ub | = (3.64± 0.07)⇥ 10�3 and are compatible
within 1.4 and 0.8 standard deviations, respectively. The

applied approach of simultaneously fitting q2 and the
number of charged pions in the Xu system will benefit
from the large anticipated data set of Belle II. Additional
fit scenarios and inclusive |Vub| values from other theory
calculations of the partial rate are provided in the sup-
plemental material [48].
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)

2) FLAG 2022 + all experimental 
information on  FFB → π
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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II. DIFFERENTIAL DECAY RATE AND BGL PARAMETERIZATION

Using the notation in Ref. [12], the B̄ ! D
⇤ matrix elements are defined as

hD
⇤(", p0)|c̄�µ

b|B̄(p)i = ig✏
µ⌫↵�

"
⇤
⌫p↵p

0
� , (5)

hD
⇤(", p0)|c̄�µ

�
5
b|B̄(p)i = f"

⇤µ + ("⇤ · p)[a+(p+ p
0)µ + a�(p � p

0)µ], (6)

where "
µ is the polarization tensor of the vector D⇤ meson. In the limit when the final-state leptons are massless,

the full di↵erential decay rate for B̄ ! D
⇤
`⌫ is

d�(B ! D
⇤
`⌫)

dw d cos ✓` d cos ✓v d�
=

3⌘2ewG
2
F |Vcb|

2

1024⇡4
|pD⇤ |q

2
r

✓
(1 � cos ✓`)

2 sin2 ✓vH
2
+ + (1 + cos ✓`)

2 sin2 ✓vH
2
�

+ 4 sin2 ✓` cos
2
✓vH

2
0 � 2 sin2 ✓` sin

2
✓v cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓v cos ✓v cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓v cos ✓v cos�H�H0

◆
, (7)

where qµ is the 4-momentum of the lepton system, r ⌘ mD⇤/mB , and |pD⇤ | is the magnitude of theD⇤ 3-momentum
in the rest frame of the B̄:

w ⌘
m

2
B +m

2
D⇤ � q

2

2mBmD⇤
, q

2 = m
2
B +m

2
D⇤ � 2mBmD⇤w, |pD⇤ | = mD⇤

p
w2 � 1. (8)

Here, H+, H�, and H0 are form factors associated with each of the three helicity states of the D
⇤, all of which are

functions of q2. Also, ✓` is the angle between the anti-neutrino and the direction antiparallel to the D
⇤ in the rest

frame of the leptonic system, ✓v is the angle between the D
⇤ momentum and its daughter D meson, and � is the

angle between the planes defined by the the leptonic system and the D
⇤ system. The factor ⌘ew incorporates the

leading electroweak corrections [17], ⌘ew = 1 + ↵/⇡ ln(MZ/mB) ' 1.0066. In terms of the form factors in Eqs. (5)
and (6),

H+ = f � mB |pD⇤ |g, (9)

H� = f +mB |pD⇤ |g, (10)

H0 =
1

mD⇤
p

q2


2m2

B |pD⇤ |
2
a+ �

1

2

�
q
2

� m
2
B +m

2
D⇤

�
f

�
⌘

F1p
q2

. (11)

A detailed discussion about the BGL method for parameterizing the form factors f , g, and F1 can be found in
Ref. [12]. The final result gives a parametrization of each form factor in terms of N + 1 coe�cients:

g(z) =
1

Pg(z)�g(z)

NX

n=0

anz
n
, f(z) =

1

Pf (z)�f (z)

NX

n=0

bnz
n
, F1(z) =

1

PF1(z)�F1(z)

NX

n=0

cnz
n
, (12)

where the conformal variable z is defined as

z ⌘

p
w + 1 �

p
2a

p
w + 1 +

p
2a

. (13)

Here, a = 1 can be chosen such that z = 0 corresponds to zero recoil, and the coe�cients an, bn, and cn are
bounded by unitarity [10],

NX

n=0

|an|
2

 1, and
NX

n=0

�
|bn|

2 + |cn|
2
�

 1, (14)

From Eq. (11), F1(0) = (mB � mD⇤)f(0); hence b0 and c0 are not independent, i.e.,

c0 =

✓
(mB � mD⇤)�F1(0)

�f (0)

◆
b0. (15)

Martin will tell us more about form factors (FF) and how to determine from these distributions  |Vcb |

One model independent way to parametrize FFs is the BGL parametrization (Boyd-Grinstein-
Lebed, [arXiv:hep-ph/9705252])

Truncate too soon:


- Model dependence in extracted result for ?


Truncate too late:


- Unnecessarily increase variance on ?

|Vcb |

|Vcb |

Is there an ideal truncation order?

One Problem you face as an experimentalist: where do you truncate?
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Nested Hypothesis Tests or Saturation Constraints

BGLna,nb,nc

BGLna+1,nb,nc

BGLna,nb+1,nc

BGLna,nb,nc+1

Challenge nested fits

This work 
[arXiv:1902.09553, PRD100,013005 (2019)] 

Gambino, Jung, Schacht 
[arXiv:1905.08209, PLB] 

Use a nested hypothesis test

to determine optimal truncation order

Constrain contributions

from higher order coefficients


using unitarity bounds

N

∑
n=0

|an |2 ≤ 1
N

∑
n=0

( |bn |2 + |cn |2 ) ≤ 1

N

∑
n=0

|an |2

χ2
penalty

1

χ2 → χ2 + χ2
penalty

Test statistics & Decision boundary 

Δχ2 = χ2
N − χ2

N+1

Distributed like a 𝝌2-distribution with 1 dof

(Wilk’s theorem)

Δχ2 > 1

e.g.
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Nesting Procedure

Steps:

1

2

Carry out nested fits with one 
parameter added

Accept descendant over 
parent fit, if ∆𝝌2 > 1

Repeat 1 and 2 until you

find stationary points

If multiple stationary points 
remain, choose the one with 
smallest N, then smallest 𝝌2

3

4

BGLna+1,nb,nc

BGLna+2,nb,nc

BGLna+1,nb+1,nc

BGLna+1,nb,nc+1∆𝝌2 < 1
stationary
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

Use the central values of the

BGL222 fit as a starting point 

to add fine structure

Create a “true” higher order 
Hypothesis of order BGL333

‘1-times’ ’10-times’

Has fine structure element the 
current data cannot resolveΔ

ℬ

cos θℓ

BGL222 BGL333
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

‘1-times’ ’10-times’

Produce ensemble of toy 
measurements


using untagged covariance 
& BGL333 central values

Toy Test

Each toy is fitted to build the 
descendant tree and carry 

out a  

nested hypo. test to select 

its preferred BGLnanbnc 

Pull =
Vcb true − Vcb toy

Δ Vcb toy
Construct Pulls

If methodology unbiased, should follow a standard normal 

distribution (mean 0, width 1)

Use the central values of the

BGL222 fit as a starting point 

to add fine structure

Create a “true” higher order 
Hypothesis of order BGL333

Has fine structure element the 
current data cannot resolve

As calculated

from


selected 

BGLnanbnc fit

of each toy
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

fix BGL122fix BGL122

Nested 
Hypothesis 

Test
Nested 

Hypothesis 
Test

Mean and Variance

of Pulls

7

BGL122 BGL212 BGL221 BGL222 BGL223 BGL232 BGL322 BGL233 BGL323 BGL332 BGL333

1-times 6% 0% 37% 27% 6% 6% 11% 0% 2% 4% 0.4%

10-times 0% 0% 8% 38% 14% 8% 16% 3% 4% 8% 1%

TABLE IV. The frequency of the selected hypotheses for ensembles created with the two scenarios for the higher order terms,

as estimated with an ensemble size of 250 pseudo-data sets.

as a sum of exclusive channels [33, 34]. Improved lattice
QCD results, including finalizing the form factor calcula-
tions in the full w range [31, 32] are also expected to be
forthcoming. These should all contribute to a better un-
derstanding of the determinations of |Vcb| from exclusive
and inclusive semileptonic decays, which is important for
CKM fits, new physics sensitivity, ✏K , and rare decays.

ACKNOWLEDGMENTS

We thank Toru Iijima for organizing the KMI workshop
“Hints for New Physics in Heavy Flavors”, and him and
Marina Artuso, Ben Grinstein, Shoji Hashimoto, Aneesh
Manohar, Sheldon Stone, and Mike Williams for useful
questions and conversations. FB was supported by the
DFG Emmy-Noether Grant No. BE 6075/1-1. ZL and
DR were supported in part by the U.S. Department of
Energy under contract DE-AC02-05CH11231. DR was
also supported in part by NSF grant PHY-1720252.

[1] A. Abdesselam et al. (Belle Collaboration), (2017),

arXiv:1702.01521 [hep-ex].

[2] A. Abdesselam et al. (Belle), (2018), arXiv:1809.03290

[hep-ex].

[3] N. Isgur and M. B. Wise, Phys. Lett. B232, 113 (1989).

[4] N. Isgur and M. B. Wise, Phys. Lett. B237, 527 (1990).

[5] M. A. Shifman and M. B. Voloshin, Sov. J. Nucl. Phys.

47, 511 (1988), [Yad. Fiz. 47, 801 (1988)].

[6] S. Nussinov and W. Wetzel, Phys. Rev. D36, 130 (1987).

[7] E. Eichten and B. R. Hill, Phys. Lett. B234, 511 (1990).

[8] H. Georgi, Phys. Lett. B240, 447 (1990).

[9] M. E. Luke, Phys. Lett. B252, 447 (1990).

[10] A. F. Falk, B. Grinstein, and M. E. Luke, Nucl. Phys.

B357, 185 (1991).

[11] C. G. Boyd, B. Grinstein, and R. F. Lebed, Nucl. Phys.

B461, 493 (1996), arXiv:hep-ph/9508211 [hep-ph].

[12] C. G. Boyd, B. Grinstein, and R. F. Lebed, Phys. Rev.

D56, 6895 (1997), arXiv:hep-ph/9705252 [hep-ph].

[13] D. Bigi, P. Gambino, and S. Schacht, Phys. Lett. B769,
441 (2017), arXiv:1703.06124 [hep-ph].

[14] B. Grinstein and A. Kobach, Phys. Lett. B771, 359

(2017), arXiv:1703.08170 [hep-ph].

[15] I. Caprini, L. Lellouch, and M. Neubert, Nucl. Phys.

B530, 153 (1998), arXiv:hep-ph/9712417 [hep-ph].

[16] Y. Amhis et al. (HFLAV), Eur. Phys. J. C77, 895 (2017),

arXiv:1612.07233 [hep-ex].

[17] C. Bourrely, B. Machet, and E. de Rafael, Nucl. Phys.

B189, 157 (1981).

[18] C. G. Boyd, B. Grinstein, and R. F. Lebed, Phys. Rev.

Lett. 74, 4603 (1995), arXiv:hep-ph/9412324 [hep-ph].

[19] C. G. Boyd, B. Grinstein, and R. F. Lebed, Phys. Lett.

B353, 306 (1995), arXiv:hep-ph/9504235 [hep-ph].

[20] F. U. Bernlochner, Z. Ligeti, M. Papucci, and

D. J. Robinson, Phys. Rev. D96, 091503 (2017),

arXiv:1708.07134 [hep-ph].

[21] D. Bigi, P. Gambino, and S. Schacht, JHEP 11, 061

(2017), arXiv:1707.09509 [hep-ph].

[22] S. Jaiswal, S. Nandi, and S. K. Patra, JHEP 12, 060
(2017), arXiv:1707.09977 [hep-ph].

[23] M. Neubert, Z. Ligeti, and Y. Nir, Phys. Lett. B301,
101 (1993), arXiv:hep-ph/9209271 [hep-ph].

[24] M. Neubert, Z. Ligeti, and Y. Nir, Phys. Rev. D47, 5060
(1993), arXiv:hep-ph/9212266 [hep-ph].

[25] Z. Ligeti, Y. Nir, and M. Neubert, Phys. Rev. D49, 1302
(1994), arXiv:hep-ph/9305304 [hep-ph].

[26] F. U. Bernlochner, Z. Ligeti, M. Papucci, and

D. J. Robinson, Phys. Rev. D95, 115008 (2017),

arXiv:1703.05330 [hep-ph].

[27] A. V. Manohar and M. B. Wise, Camb. Monogr. Part.

Phys. Nucl. Phys. Cosmol. 10, 1 (2000).

[28] J. A. Bailey et al. (Fermilab Lattice and MILC Collabora-

tions), Phys. Rev. D89, 114504 (2014), arXiv:1403.0635

[hep-lat].

[29] A. Sirlin, Nucl. Phys. B196, 83 (1982).

[30] S. S. Wilks, Ann. Math. Statist. 9, 60 (1938).

[31] V. Aviles-Casco et al., Proceedings, 35th International

Symposium on Lattice Field Theory (Lattice 2017):

Granada, Spain, June 18-24, 2017, EPJ Web Conf. 175,
13003 (2018), arXiv:1710.09817 [hep-lat].

[32] T. Kaneko, Y. Aoki, B. Colquhoun, H. Fukaya, and

S. Hashimoto (JLQCD) (2018) arXiv:1811.00794 [hep-

lat].

[33] F. U. Bernlochner, Z. Ligeti, and S. Turczyk, Phys. Rev.

D85, 094033 (2012), arXiv:1202.1834 [hep-ph].

[34] F. U. Bernlochner, D. Biedermann, H. Lacker, and

T. Luck, Eur. Phys. J.C74, 2914 (2014), arXiv:1402.2849

[hep-ph].

Relative Frequency of selected Hypothesis:

‘1-times’ ’10-times’

→ Procedure produces unbiased |Vcb| values, just picking a hypothesis (BGL122) does not
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More on the Gap # 26

A tale of two ‘gap’ models
Model 1: 

Equidistribution of all final state particles in phase space

PRD 104, 112011 (2021)Provides better 
kinematic 

description

(Assign 100% BR uncertainty in systematics covariance matrix)
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B. Signal-side Reconstruction

Semileptonic B decays are identified by selecting elec-
tron and muon candidates with laboratory frame mo-
menta greater than 0.5GeV/c. These tracks are required
to originate from the IP by requiring dr < 1 cm and
|dz| < 2 cm. Here, dr and dz are the distances of closest
approach to the IP transverse to and along the z axis,
respectively. Each lepton candidate is required to have a
polar angle within the CDC acceptance [17�, 150�], and
at least one hit in the CDC.

FIG. 2. Selection efficiencies as functions of q2 threshold q2th.
The points for different Xc final states and the same lower
q2 threshold are shifted horizontally and the grey and white-
bands visually group the same q2 threshold.

The momentum and polar angle selection affects the se-
lection efficiency as a function of q2, which is illustrated in
Fig. 2. At low q2 thresholds, the efficiency depends on the
final states. A lower selection efficiency is observed for
the D⇤⇤ and non-resonant contributions, introducing a
dependence of the moments on modeling of B ! Xc ` ⌫̄`.
To minimize extrapolation of the moments to unmea-
sured phase-space regions, we require q2 > 1.5GeV2/c4.

Lepton candidates are selected using P` = L`/(Le +
Lµ+L⇡+LK+Lp+Ld) and we require P` > 0.9 for both
electrons and muons. To account for the energy of elec-
trons lost to bremsstrahlung photons, the four-momenta
of such photons are added to the four-momenta of elec-
trons. Bremsstrahlung photons are identified using the
electron track, extrapolating its PXD and SVD hits and
the estimated track intersections with the beam pipe and
inner wall of the CDC to the ECL to search for clusters.
ECL clusters with energies between 2% and 100% of the
electron energy and without any other track association
are identified as potential bremsstrahlung photons. All
clusters that lie within three times the expected resolu-
tions in polar and azimuthal angles are used to correct
the electron candidate. These clusters are then removed
from consideration for the remainder of the analysis. For

charged Btag candidates, we require the signal-side lep-
ton have a charge opposite to that of the Btag.

Particles with transverse momenta less than
275MeV/c have radii of curvature in the magnetic
field sufficiently small that they loop within the CDC
volume and may be reconstructed as multiple tracks. To
identify such tracks, we compare the proximity and the
magnitude of the momenta of all low-momentum tracks.
When there are potential duplicates, we select the track
with the smallest value of (5 ⇥ dr)

2 + |dz|
2. The size of

the scaling factor on dr is optimized to minimize track
duplicates.

After reconstructing the Btag and signal-side lepton
candidate, the Xc system is identified as the remaining
charged particles and photons. The four-momentum for
a charged particle is calculated from the reconstructed
track momentum and the assigned mass hypothesis based
on the largest identification probability. As we do not
explicitly reconstruct charmed states, we denote the re-
constructed system in the following as X and its four-
momentum pX and mass MX . A signal-side candidate
is rejected if the X system does not contain at least one
charged particle and the absolute event charge is > 1.

The lepton mass squared is reconstructed as

q2 = (p⇤Bsig
� p⇤X)2 , (8)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). The missing four-

momentum in the event is reconstructed as

pmiss = p
e
+

e
� � pBtag

� pX � p` , (9)

where p
e
+

e
� is the four-momentum of the colliding

electron-positron pair. We require Emiss > 0.5GeV and
|pmiss| > 0.5GeV/c to improve the resolution on the
mass of the hadronic system. The average multiplicity
of Btag` candidates is 1.5 per event. In each event, we
retain only the one with the highest lepton momentum.
When multiple Btag` candidates share the same lepton,
one is chosen randomly.

To improve the resolution of q2, we exploit the known
kinematics of the e+ e� collision and fit for the four-
momenta of Btag, X, `, and ⌫`. We construct a �2 func-
tion for each candidate of the form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: The four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following

4

an uncertainty of 100% to its branching fraction. These
decays are simulated with final-state momenta uniformly
distributed in the available phase space or an alternative
model involving a broad resonance for the hadronic Xc

final state.

FIG. 1. The q2 spectrum for different Xc final states without
reconstruction effects.

Figure 1 shows the resulting q2 spectrum evaluated
without reconstruction effects for the different Xc final
states and Table I summarizes the semileptonic branch-
ing fractions. At high q2 contributions from B ! D⇤ ` ⌫`
dominate, whereas at low q2 B ! D⇤⇤` ⌫` and non-
resonant Xc (B ! D(⇤) ⇡ ⇡ ` ⌫` and gap processes) have
sizeable contributions.

TABLE I. Branching fractions used in the simulation of B !
Xc ` ⌫̄`.

Decay B(B+) B(B0)

B ! D ` ⌫` (2.4± 0.1)⇥ 10�2 (2.2± 0.1)⇥ 10�2

B ! D⇤ ` ⌫` (5.5± 0.1)⇥ 10�2 (5.1± 0.1)⇥ 10�2

B ! D1 ` ⌫` (6.6± 1.1)⇥ 10�3 (6.2± 1.0)⇥ 10�3

B ! D⇤
2 ` ⌫` (2.9± 0.3)⇥ 10�3 (2.7± 0.3)⇥ 10�3

B ! D⇤
0 ` ⌫` (4.2± 0.8)⇥ 10�3 (3.9± 0.7)⇥ 10�3

B ! D0
1 ` ⌫` (4.2± 0.9)⇥ 10�3 (3.9± 0.8)⇥ 10�3

B ! D⇡⇡ ` ⌫` (0.6± 0.9)⇥ 10�3 (0.6± 0.9)⇥ 10�3

B ! D⇤⇡⇡ ` ⌫` (2.2± 1.0)⇥ 10�3 (2.0± 1.0)⇥ 10�3

B ! D⌘ ` ⌫` (4.0± 4.0)⇥ 10�3 (4.0± 4.0)⇥ 10�3

B ! D⇤⌘ ` ⌫` (4.0± 4.0)⇥ 10�3 (4.0± 4.0)⇥ 10�3

B ! Xc ` ⌫̄` (10.8± 0.4)⇥ 10�2 (10.1± 0.4)⇥ 10�2

III. INCLUSIVE RECONSTRUCTION OF

B ! Xc ` ⌫̄` DECAYS AND EVENT SELECTION

A. Tag-side Reconstruction

We reconstruct ⌥(4S) ! BB̄ events with the Full
Event Interpretation (FEI) algorithm [43]. The algo-
rithm reconstructs one of the B mesons of the BB̄ pair
in fully hadronic decays. In the following, the tag-side
B candidate reconstructed by the FEI is denoted as
Btag. The FEI uses a hierarchical bottom-up approach
starting with the selection of charged and neutral final-
state particles (e�, µ�, ⇡�, K�, p, �) from tracks, and
ECL clusters, combining them into intermediate parti-
cles (J/ ,⇡0,K0

S , D,Ds, D
⇤, D⇤

s ,⇤,⇤c,⌃
+), and finally

forming Btag candidates. At each stage, the FEI uses an
optimized implementation of gradient-boosted decision
trees [44] to estimate the signal probability PFEI of each
candidate in a distinct decay chain to be correctly recon-
structed. For each candidate, the decision trees combines
the signal probability of previous stages with additional
kinematic and vertex-fit information. More than 100 de-
cay channels are reconstructed resulting in O(10, 000) de-
cay chains.

We select events that have at least three charged parti-
cles and three ECL clusters to suppress Btag candidates
from continuum processes. The total visible energy of
the event in the CM frame must be greater than 4GeV
and the total energy in the ECL is required to be between
2 and 7GeV. To reduce continuum background, events
must have R2 < 0.4, with R2 the ratio of the second and
zeroth Fox-Wolfram moments [45]. We suppress contin-
uum events by requiring cos(✓T) < 0.7, where ✓T is the
angle between the thrust axis of the decay products of
the Btag and the thrust axis of the rest of the event [46].
Btag candidates are selected by requiring PFEI > 0.01.
The reconstruction efficiency with this requirement is ap-
proximatively 0.26% and 0.35% for neutral and charged
Btag candidates, respectively. More details on the FEI
performance with Belle II data can be found in Ref. [47].

We require Btag candidates to have beam-constrained
mass values satisfying

Mbc =

r
s

4
�

���p⇤
Btag

���
2
> 5.27GeV/c2, (6)

where p⇤
Btag

is the three-momentum of the Btag candi-
date. The energy difference

�E = E⇤
Btag

�

p
s

2
(7)

must be within [�0.15, 0.1]GeV, where E⇤
Btag

is the en-
ergy of the Btag. All tracks and ECL clusters not used in
the reconstruction of Btag candidate are used to define
and reconstruct the signal side. At this stage we allow
for multiple Btag candidates in each event.
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usual definition in the similar flavor-changing neutral-
current decay B ! K⇤(! K⇡)`+`� [18, 20]. The fully
di↵erential rate is

d�

dq2 d cos ✓V d cos ✓` d�
=

G2
F |V

L
ub|

2m3
B

2⇡4

⇥

⇢
J1s sin

2 ✓V + J1c cos
2 ✓V

+ (J2s sin
2 ✓V + J2c cos

2 ✓V ) cos 2✓`

+ J3 sin
2 ✓V sin2 ✓` cos 2�

+ J4 sin 2✓V sin 2✓` cos�+ J5 sin 2✓V sin ✓` cos�

+ (J6s sin
2 ✓V + J6c cos

2 ✓V ) cos ✓`
+ J7 sin 2✓V sin ✓` sin�+ J8 sin 2✓V sin 2✓` sin�

+ J9 sin
2 ✓V sin2 ✓` sin 2�

�
. (3)

Our convention for the ranges of the angular variables are
� 2 [0, 2⇡], ✓` 2 [0,⇡], ✓V 2 [0,⇡]. Switching � ! �� ⇡,
so that � 2 [�⇡,⇡], customary in B ! K⇤`+`�, amounts
to a sign flip in the terms

{J4, J5, J7, J8} ! {�J4, �J5, �J7, �J8} . (4)

The dependence on q2, as well as that on all form factors
and on the NP parameter ✏R, is contained in the 12 di-
mensionless Ji(q2, ✏R) functions. For the Lagrangian in
Eq. (1), some simplifications occur

J1s = 3J2s , J1c = �J2c , J7 = 0 , (5)

and additionally J6c = 0 for massless leptons. While the
functions J7,8,9 are proportional to Im ✏R, the other Ji
functions start with (Im ✏R)2 and Re ✏R, and so they are
mainly sensitive to Re ✏R. Partially integrated rates can
be found in Appendix A.

An important di↵erence between B ! ⇢`⌫̄ and B !

K⇤`+`� is that in the former case the leptonic current
is constrained to be left-handed, and in the latter case
several operators contribute already in the SM, thus it is
more compelling to study all possible NP contributions.
(Right-handed `⌫̄ couplings are severely constrained, e.g.,
by Michel parameter analyses.) The rate corresponding
to switching from left-handed to right-handed leptonic
current is obtained by the replacement ✓` ! ✓` � ⇡, re-
sulting in a sign flip of the terms

{J5, J6s, J6c, J7} ! {�J5, �J6s, �J6c, �J7} . (6)

(As well as multiplication by the square of the right-
handed coupling; neglecting lepton masses, there is no
interference between the two lepton couplings.) This dif-
ference can only be seen in an angular analysis, as it does
not contribute after integration over the angles. The q2

spectrum depends on 2J1s + J1c � (2J2s + J2c)/3 and
hence is insensitive to the chirality of the lepton current.

In B ! K⇤`+`� decay, a set of “clean observables”
were proposed [13], which can be calculated model inde-
pendently in the SM, if the so-called “non-factorizable”

contributions dominate the form factors [16]. These ob-
servables are ratios of the Ji functions, constructed so
that these non-factorizable contributions cancel at each
value of q2, while there are corrections from power sup-
pressed e↵ects as well as calculable “factorizable” con-
tributions. The cancellation of the non-factorizable con-
tributions arises because in the heavy b-quark limit, the
number of independent nonperturbative parameters is re-
duced due to the symmetries of SCET [21, 22]. However,
even in this case, symmetry breaking corrections may be
a significant limitation in practice [18]. In the following
we explore the possibilities of constructing observables
sensitive to a right-handed current.
A fully di↵erential analysis in four-dimensions, as re-

quired for the determination of the Ji in bins of q2 for
the calculation of the “clean observables” is experimen-
tally challenging: an unbinned fit to the four-dimensional
decay rates requires parametrizing the background com-
ponents and their correlations adequately and when faced
with this problem experimentalists often choose alter-
native approaches, e.g., projections are analyzed (see
Refs. [10, 11]) or event probabilities are assigned (see,
e.g., Ref. [12]). Both methods are complicated, and as
we are interested in the search for right-handed currents,
corresponding to constraining a single unknown parame-
ter, we explore simpler variables, which amount to count-
ing experiments in di↵erent regions of phase space.

B. One- and generalized two-dimensional
asymmetries

It is well known that the forward-backward asymmetry
is sensitive to the chiral structure of currents contributing
to a decay,

AFB =

R 0
�1 d cos ✓`(d�/d cos ✓`)�

R 1
0 d cos ✓`(d�/d cos ✓`)

R 1
�1 d cos ✓` (d�/d cos ✓`)

.

(7)
We study the sensitivity of this variable to ✏R in Sec. IV,
after discussing the form factor inputs used. The one-
dimensional distributions in � and ✓V are symmetric,
and hence it is not possible to construct asymmetry-type
observables with good sensitivity to ✏R from these one-
dimensional distributions.
Next, we integrate over one of the three angles, which

reduces the number of contributing Ji. We achieve the
best sensitivity by integrating over the angle �, which
leaves us with

d�

dq2 d cos ✓V d cos ✓`
=

G2
F |V L

ub|
2 m3

B

⇡3

⇢
J1s sin

2 ✓V

+ J1c cos
2 ✓V + (J2s sin

2 ✓V + J2c cos
2 ✓V ) cos 2✓`

+ (J6s sin
2 ✓V + J6c cos

2 ✓V ) cos ✓`

�
(8)

and J6c = 0 for massless leptons. This limits the possible
observables substantially, and none of the “clean observ-

G2
F Vcb

2
m3

B

2π4

Full angular information can be encoded into 12 coefficients :

Each of these coefficients 
is a function of  q2 ∼ w

With some smart folding, 

one can “easily” determine 

them

8 Coefficients relevant in massless limit & SM

http://cds.cern.ch/record/1605179
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How can we measure these coefficients?

Step 1: bin up phase-space in  in however many bins you can affordq2 ∼ w

Step 2: Determine the # of signal events in specific phase-space regions

The coefficients are related to a weighted sun of events in a given  binq2

Ji =
1
Ni

8

∑
j=1

4

∑
k,l=1

ηχ
ij ηθℓ

ik ηθV
il [χi ⊗ θ j

ℓ ⊗ θk
V]

Phase space regionWeights

5

Ji ⌘�
i ⌘✓`

i ⌘✓V
i normalization Ni

J1s {+} {+, a, a,+} {�, c, c,�} 2⇡(1)2

J1c {+} {+, a, a,+} {+, d, d,+} 2⇡(1)(2/5)

J2s {+} {�, b, b,�} {�, c, c,�} 2⇡(�2/3)2

J2c {+} {�, b, b,�} {+, d, d,+} 2⇡(�2/3)(2/5)

J3 {+,�,�,+,+,�,�,+} {+} {+} 4(4/3)2

J4 {+,+,�,�,�,�,+,+} {+,+,�,�} {+,+,�,�} 4(4/3)2

J5 {+,+,�,�,�,�,+,+} {+} {+,+,�,�} 4(⇡/2)(4/3)

J6s {+} {+,+,�,�} {�, c, c,�} 2⇡(1)2

J6c {+} {+,+,�,�} {+, d, d,+} 2⇡(1)(2/5)

J7 {+,+,+,+,�,�,�,�} {+} {+,+,�,�} 4(⇡/2)(4/3)

J8 {+,+,+,+,�,�,�,�} {+,+,�,�} {+,+,�,�} 4(4/3)2

J9 {+,+,�,�,+,+,�,�} {+} {+} 4(4/3)2

TABLE III. Definition of the asymmetries in the three angles in bin-size of ⇡/4, see Eq- (10). The ± signs denote ±1, and {+}
denotes +1 in all entries in a given column. Simple choices are a = 1� 1/

p
2, b = a

p
2, c = 2

p
2� 1, and d = 1� 4

p
2/5.

III. FORM FACTOR CALCULATION AND FIT

A. The series expansion (SE) and the simplified
series expansion (SSE)

It has long been known that unitarity and analyticity
impose strong constraints on heavy meson decay form
factors [25–29]. We use a series expansion, also known as
the z expansion, to describe the form factor shape over
the full range of the dilepton invariant mass. Using this
expansion for a vector meson in the final state, instead
of a pseudoscalar, requires additional assumptions [30],
and we investigate the corresponding uncertainties. In
this paper we expand the form factors directly, instead
of the helicity amplitudes.

The series expansion uses unitarity to constrain the
shape of the form factors, and implies a simple and well-
motivated analytic parametrization over the full range of
q2. The form factors are written as

V (q2) =
1

BV (q2)�V (q2)

KX

k=0

↵V
k z(q2, q20)

k ,

Ai(q
2) =

1

BAi(q
2)�Ai(q

2)

KX

k=0

↵Ai
k z(q2, q20)

k , (15)

where unitarity constrains the shapes of the form factors
by predicting �F (q2), F = {V, Ai}, and also bounds
the coe�cients of the expansion in powers of the small

parameter, z(q2, q20), schematically as
P1

k=0

�
↵F
k

�2
< 1.

(For q2 relevant for semileptonic B decay, |z(q2, q20)| < 1.)
In Eq. (15) the variable

z(q2, q20) =

q
q2+ � q2 �

q
q2+ � q20

q
q2+ � q2 +

q
q2+ � q20

, (16)

maps the real q2 axis onto the unit circle, q20 is a free
parameter, and q2± ⌘ (mB ± m⇢)2. The range �1 <

q2 < q2+ is mapped onto the �1 < z(q2 < q2+, q
2
0) < 1

line segment on the real axis inside the unit disk, while
the branch cut region corresponding to B⇢ pair creation,
q2 > q2+, maps onto the unit circle, |z(q2 > q2+, q

2
0)| = 1.

The q20 parameter of this transformation is usually chosen
as

q20 = (mB +m⇢) (
p
mB �

p
m⇢)

2, (17)

so that for the physical q2 range of B ! ⇢`⌫̄ decay,
0  q2  q2�, the expansion parameter is minimal,

|z(q2, q20)| <
�
1� 4

q
1� q2�/q

2
+

���
1+ 4

q
1� q2�/q

2
+

�
⇡ 0.1.

The so-called Blaschke factors in Eq. (15) for each form
factor are

BF (q
2) ⌘

Y

RF

z(q2, m2
RF

) , (18)

where RF are the sub-threshold resonances (q2� < m2
RF

<
q2+) with the quantum numbers appropriate for each form
factor. By construction, BF (m2

RF
) = 0 and |BF (q2)| = 1

for q2 > q2+. The main shape information is given by the
functions [30]

�F (q
2) =

s
1

32⇡�F (n)

q2 � q2+
(q2+ � q20)

1/4


z(q2, 0)

�q2

�(n+3)/2

⇥


z(q2, q20)

q20 � q2

��1/2 z(q2, q2�)
q2� � q2

��3/4

. (19)

The only form factor dependent quantity is �F (n), which
is related to the polarization tensor ⇧µ⌫(q2) at q2 = 0,
and n is the number of derivatives (subtractions) neces-
sary to render the dispersion relation finite. This function
is calculable in an operator product expansion. Since it
is an overall constant which does not a↵ect the shapes
of the form factors (and we do not use a constraint onP

↵2
i ), we can absorb this quantity into the fit parame-

ters ↵i. In contrast, the number of required subtractions

Normalization

Factor

a = 1 − 1/ 2, b = a 2, c = 2 2 − 1,d = 1 − 4 2/5E.g. for :   Split   into 2 RegionsJ3 χ

′ +′ : χ ∈ [0,π /4], [3/4π,5/4π], [7/4π,2π]

′ −′ : χ ∈ [π /4,3/4π], [5/4π,7/4π]

Ñ+

Ñ−
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Step 3: Reverse Migration and Acceptance Effects Ñq2
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Ñq2
5−

= ℳ

Nq2
1

+

Nq2
1−

Nq2
2

+

Nq2
2−

Nq2
3

+

Nq2
3−

Nq2
4

+

Nq2
4−

Nq2
5

+

Nq2
5−

Bkg subtracted

yields

Migration

matrix

Unfolded yields

Resolution effects: events with a given “true” 
value of  can fall into 
different reconstructed bins 

{q2, cos θℓ, cos θV, χ}

8

These matrices are determined for each of the four de-
cay modes individually using simulated events, and illus-
trated for the B̄0

! D⇤e⌫̄e decay mode in Fig. 6. The
response matrices are dominated by diagonal entries and
exhibit a similar structure in each of the four modes.

We unfold the signal yields determined in Sec. V using
matrix inversion. This produces the best linear unbiased
maximum likelihood estimator given by

~̂µ = R�1~̂n , (25)

with ~̂n being our estimated background subtracted yields.
We correct for acceptance e↵ects, and reverse the im-

pact of FSR photons from PHOTOS on the measured dis-
tributions. The acceptance functions for all modes are
shown in Fig. 7.

We find the shapes in the kinematic quantities, shown
in Fig. 8 and tabulated in Table I, after correcting our
background subtracted yields for the migration and ac-
ceptance.

The self-consistency of the measurement is checked
by comparing pairs of distributions, and by comparing
all four distributions, taking their covariance matrices
into account. We ignore the e↵ects of di↵erent masses
between B̄0 and B�, which are significantly smaller
than the measured uncertainties on our shapes. Details
(�2 / ndf and p-values) are listed in Table II.

VII. SYSTEMATIC UNCERTAINTIES

For the M2
miss fits we studied uncertainties originating

from the branching fractions and form factor parameter-
izations of the B ! D⇤ ` ⌫̄` and B ! D ` ⌫̄` decays in
our simulated events, the uncertainty from the overall
limited MC statistics, the lepton identification e�ciency,
the e�ciencies for reconstruction of tracks, neutral pions,
slow pions, and K0

S mesons, and the uncertainties of the
parameters describing the resolution smearing function.

The e↵ect of systematic uncertainties is directly in-
corporated into the likelihood function in Eq. 19. For
this we introduce a vector of nuisance parameters, ✓k,
for each fit template k. Each vector element represents
one bin. The nuisance parameters are constrained in
the likelihood using multivariate Gaussian distributions
Gk = Gk(0;✓k,⌃k), with ⌃k denoting the systematic co-
variance matrix for a given template k. The systematic
covariance is constructed from the sum over all possible
uncertainty sources a↵ecting a template k, i.e.

⌃k =
error sourcesX

s

⌃ks , (26)

with ⌃ks the covariance matrix of error source s.
The impact of nuisance parameters is included in

Eq. 20 as follows. The fractions fik for all templates
are rewritten as

fik =
⌘MC
ikP
j ⌘

MC
jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘
MC
jk

�
1 + ✓jk

� , (27)
FIG. 6. Migration matrices for the B̄0 ! D⇤e⌫̄e mode, for the
four marginal distributions: w, cos ✓`, cos ✓V ,�. These matri-
ces transform the reconstructed to the generated quantity.

arXiv:2301.07529 [hep-ex]

E.g.  migration matrixw

Nq2
i

+ ⋅ e−1
eff,+,q2

i
= nq2

i
+

Nq2
i− ⋅ e−1

eff,−,q2
i

= nq2
i−

Acceptance / Eff. 

corrected yields

Acceptance x Efficiency 
Corrections:

Unfolded yields

10

FIG. 7. Acceptance functions for the four decay modes con-
sidered. As expected they behave di↵erently for charged and
neutral B mesons, due to the charged and neutral slow pion
reconstruction. The uncertainty on the acceptance is statisti-
cal only and calculated using normal approximation intervals.
Additional systematic uncertainties are considered, for details
see the text.

FIG. 8. Our determined shapes for the four decay modes using
matrix inversion to correct for the migrations and applying
the acceptance correction.

TABLE II. The compatibility of the measurements from the
di↵erent decay modes determined with the statistical and sys-
tematic covariance matrix and the statistical covariance ma-
trix only. All modes agree well with each other.

�2 / dof p �2
stat / ndf pstat

B ! D⇤`⌫̄` 94.7 / 108 0.82 102.0 / 108 0.65

B̄0 ! D⇤+`⌫̄` 26.3 / 36 0.88 27.7 / 36 0.84

B� ! D⇤0`⌫̄` 31.6 / 36 0.68 33.8 / 36 0.57

B(0,�) ! D⇤(+,0)e⌫̄e 27.4 / 36 0.85 29.2 / 36 0.78

B(0,�) ! D⇤(+,0)µ⌫̄µ 42.5 / 36 0.21 45.7 / 36 0.13

we consider uncertainties originating from the D decay
branching fractions, the B ! D⇤ ` ⌫̄` form factors, the
limited MC statistics, the lepton identification e�ciency,
and the e�ciencies for reconstruction of tracks, neutral
pions, slow pions, and K0

S mesons. The impact of these
systematic e↵ects on the unfolding and acceptance cor-
rection is determined by varying the MC sample used to
determine the migration matrices and acceptance func-
tion within the uncertainty of the given systematic e↵ect,
and repeating the unfolding and acceptance correction
procedure.
The calibration factors for the FEI are determined

from a study of hadronically tagged inclusive B ! Xc`⌫̄`
decays. The study is performed in bins of the FEI signal
probability and the tag-side channels. The calibration
factors are defined as the ratio of expected and measured
number of events in each bin. The absolute e�ciency of
the FEI cancels in the measurement of the shapes. The
impact of the FEI on the measured shapes is determined
by weighting the events after removing FEI calibration
factors and determining the di↵erence after applying un-
folding and acceptance correction. We treat this uncer-
tainty as fully correlated.
The individual contributions of the uncertainties to the

normalized shapes are listed in Appendix A.

VIII. DETERMINATION OF THE FORM
FACTORS AND IMPLICATIONS ON |Vcb|

We use the averaged B ! D⇤`⌫̄` shapes to fit the BGL
and CLN form factor parameterizations to the data. We
minimize the �2 defined by

�2 =

 
�~�m

�m �
� ~�p(~x)

�p(~x)

!
C�1

exp

 
�~�m

�m �
�~�p(~x)

�p(~x)

!T

+ (�ext
� �p(~x))2/�(�ext)2

+ (hX � hLQCD
X )C�1

LQCD(hX � hLQCD
X ) , (28)

with the measured (predicted) di↵erential rate

�~�m(p)/�m(p), where the predicted rate is a func-
tion of the form factor coe�cients ~x and |Vcb|. The
rate is calculated assuming the meson masses of
mB = 5.28GeV and mD

⇤ = 2.01GeV, and the lepton as
massless. Cexp (CLQCD) is the covariance matrix of the
experimental (lattice) data.
We rely on external branching fractions provided by

HFLAV [11] to determine |Vcb| :

B(B�
! D⇤0`⌫̄`) = (5.58± 0.22)% , (29)

B(B̄0
! D⇤+`⌫̄`) = (4.97± 0.12)% . (30)

We combine these branching fractions assuming isospin
and by using the B+/0 lifetimes ⌧B̄0 = 1.520 ps and
⌧
B

� = 1.638 ps from Ref. [3]. Expressing this average

as a B̄0 branching fraction we find:

B(B̄0
! D⇤+`⌫̄`) = (5.03± 0.10)% . (31)
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Step 4: Calculate  for a given  binJi w/q2

nq2
i

+

nq2
i−

→ ̂Jq2
i

3 =
1
Γ

×
nq2

i
+ − nq2

i−

4(4/3)2

Normalization

5

Ji ⌘�
i ⌘✓`

i ⌘✓V
i normalization Ni

J1s {+} {+, a, a,+} {�, c, c,�} 2⇡(1)2

J1c {+} {+, a, a,+} {+, d, d,+} 2⇡(1)(2/5)

J2s {+} {�, b, b,�} {�, c, c,�} 2⇡(�2/3)2

J2c {+} {�, b, b,�} {+, d, d,+} 2⇡(�2/3)(2/5)

J3 {+,�,�,+,+,�,�,+} {+} {+} 4(4/3)2

J4 {+,+,�,�,�,�,+,+} {+,+,�,�} {+,+,�,�} 4(4/3)2

J5 {+,+,�,�,�,�,+,+} {+} {+,+,�,�} 4(⇡/2)(4/3)

J6s {+} {+,+,�,�} {�, c, c,�} 2⇡(1)2

J6c {+} {+,+,�,�} {+, d, d,+} 2⇡(1)(2/5)

J7 {+,+,+,+,�,�,�,�} {+} {+,+,�,�} 4(⇡/2)(4/3)

J8 {+,+,+,+,�,�,�,�} {+,+,�,�} {+,+,�,�} 4(4/3)2

J9 {+,+,�,�,+,+,�,�} {+} {+} 4(4/3)2

TABLE III. Definition of the asymmetries in the three angles in bin-size of ⇡/4, see Eq- (10). The ± signs denote ±1, and {+}
denotes +1 in all entries in a given column. Simple choices are a = 1� 1/

p
2, b = a

p
2, c = 2

p
2� 1, and d = 1� 4

p
2/5.

III. FORM FACTOR CALCULATION AND FIT

A. The series expansion (SE) and the simplified
series expansion (SSE)

It has long been known that unitarity and analyticity
impose strong constraints on heavy meson decay form
factors [25–29]. We use a series expansion, also known as
the z expansion, to describe the form factor shape over
the full range of the dilepton invariant mass. Using this
expansion for a vector meson in the final state, instead
of a pseudoscalar, requires additional assumptions [30],
and we investigate the corresponding uncertainties. In
this paper we expand the form factors directly, instead
of the helicity amplitudes.

The series expansion uses unitarity to constrain the
shape of the form factors, and implies a simple and well-
motivated analytic parametrization over the full range of
q2. The form factors are written as

V (q2) =
1

BV (q2)�V (q2)

KX

k=0

↵V
k z(q2, q20)

k ,

Ai(q
2) =

1

BAi(q
2)�Ai(q

2)

KX

k=0

↵Ai
k z(q2, q20)

k , (15)

where unitarity constrains the shapes of the form factors
by predicting �F (q2), F = {V, Ai}, and also bounds
the coe�cients of the expansion in powers of the small

parameter, z(q2, q20), schematically as
P1

k=0

�
↵F
k

�2
< 1.

(For q2 relevant for semileptonic B decay, |z(q2, q20)| < 1.)
In Eq. (15) the variable

z(q2, q20) =

q
q2+ � q2 �

q
q2+ � q20

q
q2+ � q2 +

q
q2+ � q20

, (16)

maps the real q2 axis onto the unit circle, q20 is a free
parameter, and q2± ⌘ (mB ± m⇢)2. The range �1 <

q2 < q2+ is mapped onto the �1 < z(q2 < q2+, q
2
0) < 1

line segment on the real axis inside the unit disk, while
the branch cut region corresponding to B⇢ pair creation,
q2 > q2+, maps onto the unit circle, |z(q2 > q2+, q

2
0)| = 1.

The q20 parameter of this transformation is usually chosen
as

q20 = (mB +m⇢) (
p
mB �

p
m⇢)

2, (17)

so that for the physical q2 range of B ! ⇢`⌫̄ decay,
0  q2  q2�, the expansion parameter is minimal,

|z(q2, q20)| <
�
1� 4

q
1� q2�/q

2
+

���
1+ 4

q
1� q2�/q

2
+

�
⇡ 0.1.

The so-called Blaschke factors in Eq. (15) for each form
factor are

BF (q
2) ⌘

Y

RF

z(q2, m2
RF

) , (18)

where RF are the sub-threshold resonances (q2� < m2
RF

<
q2+) with the quantum numbers appropriate for each form
factor. By construction, BF (m2

RF
) = 0 and |BF (q2)| = 1

for q2 > q2+. The main shape information is given by the
functions [30]

�F (q
2) =

s
1

32⇡�F (n)

q2 � q2+
(q2+ � q20)

1/4


z(q2, 0)

�q2

�(n+3)/2

⇥
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��1/2 z(q2, q2�)
q2� � q2

��3/4

. (19)

The only form factor dependent quantity is �F (n), which
is related to the polarization tensor ⇧µ⌫(q2) at q2 = 0,
and n is the number of derivatives (subtractions) neces-
sary to render the dispersion relation finite. This function
is calculable in an operator product expansion. Since it
is an overall constant which does not a↵ect the shapes
of the form factors (and we do not use a constraint onP

↵2
i ), we can absorb this quantity into the fit parame-

ters ↵i. In contrast, the number of required subtractions

a = 1 − 1/ 2, b = a 2, c = 2 2 − 1,d = 1 − 4 2/5

More involved for the other coefficients: need full experimental 
covariance between all measured  bins and coefficients 

(statistical overlap, systematics)
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with 5 x 12 = 60 coefficients
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