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Self-introduction
Kenta Uno
• 2015-2020: LHC-ATLAS experiment 

• Firmware development
• SUSY search

• 2020-2023: Belle II experiment 
• Tau physics analysis
• ARICH operation
• PID calibration

DRAFT

�̃0
2 masses of 600 GeV. Interpretation of ICHEP 2016 analysis to squark-pair production with decays via383

an intermediate �̃±1 to a quark, a W boson and a �̃0
1 is also done as in Figure 6.384

Figure 1: The decay topologies of squark-pair production (left) and gluino-pair production (right), in the simplified
models with direct decays of squarks and direct decays of gluinos used in this note.

Figure 2: The decay topologies of squark-pair production (left) and gluino-pair production (right), in the simplified
models with one-step decays of squarks and one-step decays of gluinos used in this note.

Figure 3: The decay topologies of gluino-pair production in the simplified model of Z in final state.

Another set of SUSY signal also considered for interpretation is a simplified model with pair-produced385

gluino/squarks decaying to W/Z/h bosons with one-step decay via �̃0
2/ �̃

±
1 (see Figure 8). The masses386

of �̃0
2 and �̃±1 are assumed to be equal and the mass of the �̃0

1 is fixed to 60 GeV. The minimum mass387

splitting �m = m�̃0
2 or�̃±1

� m�̃0
1

is set to be never less than 130 GeV. This ensures that �̃0
2 always decays388

through an on-shell Higgs and thus the branching ratios to W/Z/h bosons can be consistent throughout389

the whole signal grid. For gluino, BR of g̃ ! qq̄
0 �̃±1 and g̃ ! qq̄ �̃0

2 decays are 50%, respectively. For390

squarks, BR of q̃ ! q
0 �̃±1 and q̃ ! q �̃0

2 decays are 50%, respectively. �̃±1 decays to a W boson and a �̃0
1391
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Leptons:
• Charged Leptons: electron, muon, tau
• Neutral Leptons: electron neutrino, muon neutrino, tau neutrino

Introduction
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Introduction: Neutral Lepton
Neutrinos: 𝜈!, 𝜈", 𝜈#
• It is not possible to detect them
à The three-momentum and energy can be estimated

Eg. 𝒆𝒆 → 𝚼 𝟒𝑺 → 𝑩𝐬𝐢𝐠𝑩𝐭𝐚𝐠
• 𝐵!"# → 𝜇𝜈

• 𝐵$%# → hadronic decay

𝐵!"#
𝐾$

𝜋%

𝜋$

𝜇

𝜈

𝐵&'#

Missing energy

Eg. 𝐸('&&)* = 𝑠 − 𝐸+'&)* = 𝐸,)*

(if there is one neutrino in an event)

CM frame

Not detect neutrinos à No way to identify neutrinos 



2023/11/2 5

Introduction: Charged Lepton
Electron (𝑒)
• mass: 511 keV/𝑐&

• Lifetime: stable

Muon (𝜇)
• mass: 105 MeV/𝑐-

• Lifetime: 2.2 𝜇𝑠

Tau (𝜏)
• mass: 1.78 GeV/𝑐&

• Lifetime: 300 𝑓𝑠

𝑒

𝜇

Tau: Heaviest/Shortest lepton in the SM
• Many decays (Leptonic and Hadronic)

• 𝜏 → 𝑒𝜈𝜈, 𝜇𝜈𝜈, 𝜋𝜈, 𝜌𝜈, . .

Tau Physics
宇野健太 (新潟大学) 

Flavor Physics Workshop (ONLINE)
2020年11月25日

1

Lepton ID at Belle II: Identify “electron” and “muon” 

we cannot directly detect 𝜏 due to a short lifetime
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Introduction: Belle II detector

Trigger and DAQ
• Max L1 rate: 0.5 à30 kHz

• Pipeline readout

General-purpose spectrometer

Better performance at the higher 
trigger rate and beam background



2023/11/2 7

Introduction: Belle II detector
Tracking
detector

CDC (dE/dx)
+ PID detector

Electromagnetic
Calorimeter

photons

𝑒±

𝜇±

𝜋±, 𝐾±, 𝑝

KLM
Detector

𝑛

Combine the response from each sub-detector
• 𝑒 vs 𝜋, 𝐾: CDC (dE/dx) and ECL mainly contribute
• 𝜇 vs 𝜋, 𝐾: CDC (dE/dx) and KLM mainly contribute
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PID in CDC, ECL, KLM
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PID in CDC: Energy loss
Bethe-Bloch equation

Energy loss of heavy charged particles 
(except electrons)

~𝐹(𝛽)

Energy loss generally depends on the velocity of the particle (𝛽)
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Figure 1: Mean predictions of normalised dE/dx curves (left) as a function of momentum
in the CDC for the six charged particle species, and the universal �� curve (right). In
the latter, we also indicate the channels used to calibrate the dE/dx response for di↵erent
particle species. Protons (p) with momenta below 750 MeV/c are well-separated from
other species and hence selected inclusively with high purity using a very loose requirement
on dE/dx itself.

The quantity �i

dE/dx is the specific ionisation residual, where dE/dxi

meas (dE/dxi

pred) is131

the measured (predicted) truncated mean. The factor �i

pred at the denominator is the132

predicted resolution on �i

dE/dx. It is parametrised as a function of the cosine of the track133

polar angle, the number of CDC hits on track, and the dE/dxpred value itself. It is assumed134

that the dependency factorises as135

�i

pred

�
dE/dxpred, cos ✓, Nhits

CDC

�
= f i

1(dE/dxpred) ⇥ f i

2(cos ✓) ⇥ f i

3(N
hits
CDC). (7)136

We form log-likelihoods for the particle hypotheses from the �i, assuming they are Gaussian-137

distributed, neglecting constant additive factors:138

logLCDC
i

= ��2
i

2
, (8)139

Fig. 2 shows �i for calibration data of electrons and pions in two momentum ranges140

where dE/dx is most relevant for LID. The discrepancy between data and simulation on141

the high-side tail for pions is due to imperfectly correcting for gas-gain saturation. Fig. 3142

shows electron-pion separation via � logLCDC
⇡/e

in bins of momentum and integrated over143

the [0.1, 1.0] GeV/c momentum range.144

3.2 TOP likelihoods145

Particle identification with the TOP is based on the measurement of the time and position146

where totally internally-reflected Cherenkov photons hit the MCP-PMTs array. The147
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PID: dE/dx in CDC
𝑝 = 𝑀𝛽𝛾 (𝑀: mass of a particle)
• Different distribution for each particle
à Useful for particle identification

dE/dx measurement in CDC on a given track
• Calculate a truncated mean from the signals from all sense wires

• Discard lowest 5% and highest 25% of measurements
• Calculate a normalized deviation for each particle

Landau distribution

Discard

Discard

~ Gaussian

Given all possible mutually exclusive outcomes of particle identification (PID), Aj 2100

{e, µ, ⇡, K, p, d} for a reconstructed particle candidate, using Bayes’ theorem and the law101

of total probability we calculate the probability to identify a particle as Ai,102

P (i|x) = L(x|i)P (i)P
j
L(x|j)P (j)

, (2)103

where the hypotheses are mutually exclusive. Assuming the prior probabilities P (i) are104

all equal, we obtain the global likelihood-based discriminator105

Pi = P (i|x) = LiP
j
Lj

, (3)106

where we have introduced the shorthand Li ⌘ L(x|i). In absence of correlations between107

the input observables and if the likelihoods are accurately defined, the normalised like-108

lihood of Eq. 3 optimally discriminates signal from background [12]. We also define a109

binary likelihood-based discriminator110

Pi/j = P (i/j|x) ⌘ Li

Li + Lj

(4)111

and log-likelihood di↵erence112

� logLi/j ⌘ logLj � logLi = log

✓
1

P (i/j)
� 1

◆
. (5)113

In the following, we concisely define the likelihoods for each subdetector used for114

lepton-identification. The likelihoods for the SVD, which we currently do not use for115

LID, but plan to use in the near future, are given in Appendix A.1.116

3.1 CDC likelihoods117

Specific ionisation measurements [13] are obtained for each reconstructed track in the118

CDC. A truncated mean is calculated from the signals from all sense wires on a given119

track, with the lowest 5% and highest 25% of measurements discarded. The distribution120

of the truncated mean is nearly Gaussian, whereas the distribution of the untruncated121

mean is highly skewed. In this context, this truncated mean is what we refer to as dE/dx122

and is unitless, as it is normalised to the value for electrons at the Fermi plateau.123

Control datasets of e, µ, ⇡, K, and p are used to determine the expected species and124

kinematic-dependent distributions of dE/dx, the means of which are shown in Fig. 1a125

as functions of pCDC, the laboratory-frame momentum measured in the CDC only. The126

six curves can be represented as one universal curve that depends only on the particle127

velocity, shown in Fig. 1b with the calibration data it is fit to. From these distributions,128

we calculate a normalised deviation for the i-th species,129

�i =
�i

dE/dx

�i

pred

=
dE/dxi

meas � dE/dxi

pred

�i

pred

. (6)130
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Figure 1: Mean predictions of normalised dE/dx curves (left) as a function of momentum
in the CDC for the six charged particle species, and the universal �� curve (right). In
the latter, we also indicate the channels used to calibrate the dE/dx response for di↵erent
particle species. Protons (p) with momenta below 750 MeV/c are well-separated from
other species and hence selected inclusively with high purity using a very loose requirement
on dE/dx itself.

The quantity �i

dE/dx is the specific ionisation residual, where dE/dxi

meas (dE/dxi

pred) is131

the measured (predicted) truncated mean. The factor �i

pred at the denominator is the132

predicted resolution on �i

dE/dx. It is parametrised as a function of the cosine of the track133

polar angle, the number of CDC hits on track, and the dE/dxpred value itself. It is assumed134

that the dependency factorises as135

�i

pred

�
dE/dxpred, cos ✓, Nhits

CDC

�
= f i

1(dE/dxpred) ⇥ f i

2(cos ✓) ⇥ f i

3(N
hits
CDC). (7)136

We form log-likelihoods for the particle hypotheses from the �i, assuming they are Gaussian-137

distributed, neglecting constant additive factors:138

logLCDC
i

= ��2
i

2
, (8)139

Fig. 2 shows �i for calibration data of electrons and pions in two momentum ranges140

where dE/dx is most relevant for LID. The discrepancy between data and simulation on141

the high-side tail for pions is due to imperfectly correcting for gas-gain saturation. Fig. 3142

shows electron-pion separation via � logLCDC
⇡/e

in bins of momentum and integrated over143

the [0.1, 1.0] GeV/c momentum range.144

3.2 TOP likelihoods145

Particle identification with the TOP is based on the measurement of the time and position146

where totally internally-reflected Cherenkov photons hit the MCP-PMTs array. The147
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CDC likelihood
𝜒' distribution ~ Gaussian
• Form log-likelihoods for the particle 

hypotheses from the 𝜒.
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Figure 2: � distributions in the CDC in data and simulation for electrons (top) and
pions (bottom) with pCDC in [0.3–0.5] GeV/c (left) or [0.5–1.0] GeV/c (right).
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photon time is measured with respect to the bunch crossing that most likely produced148

the detected particles, and can therefore be decomposed into two parts: tph = ttof + tprop.149

The first parameter, ttof , is the time-of-flight of the particle from the IP, proportional to150

1/�, while tprop is the time spent by the Cherenkov photon inside the bar, which is itself151

a function of the particle incident angle, position, and � via the Cherenkov angle. The152

likelihood of each i-th particle hypothesis is defined as a function of the arrival times tj153
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Figure 1: Mean predictions of normalised dE/dx curves (left) as a function of momentum
in the CDC for the six charged particle species, and the universal �� curve (right). In
the latter, we also indicate the channels used to calibrate the dE/dx response for di↵erent
particle species. Protons (p) with momenta below 750 MeV/c are well-separated from
other species and hence selected inclusively with high purity using a very loose requirement
on dE/dx itself.

The quantity �i

dE/dx is the specific ionisation residual, where dE/dxi

meas (dE/dxi

pred) is131

the measured (predicted) truncated mean. The factor �i

pred at the denominator is the132

predicted resolution on �i

dE/dx. It is parametrised as a function of the cosine of the track133

polar angle, the number of CDC hits on track, and the dE/dxpred value itself. It is assumed134

that the dependency factorises as135
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We form log-likelihoods for the particle hypotheses from the �i, assuming they are Gaussian-137

distributed, neglecting constant additive factors:138

logLCDC
i

= ��2
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2
, (8)139

Fig. 2 shows �i for calibration data of electrons and pions in two momentum ranges140

where dE/dx is most relevant for LID. The discrepancy between data and simulation on141

the high-side tail for pions is due to imperfectly correcting for gas-gain saturation. Fig. 3142

shows electron-pion separation via � logLCDC
⇡/e

in bins of momentum and integrated over143

the [0.1, 1.0] GeV/c momentum range.144

3.2 TOP likelihoods145

Particle identification with the TOP is based on the measurement of the time and position146

where totally internally-reflected Cherenkov photons hit the MCP-PMTs array. The147
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Figure 2: � distributions in the CDC in data and simulation for electrons (top) and
pions (bottom) with pCDC in [0.3–0.5] GeV/c (left) or [0.5–1.0] GeV/c (right).
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photon time is measured with respect to the bunch crossing that most likely produced148

the detected particles, and can therefore be decomposed into two parts: tph = ttof + tprop.149

The first parameter, ttof , is the time-of-flight of the particle from the IP, proportional to150

1/�, while tprop is the time spent by the Cherenkov photon inside the bar, which is itself151

a function of the particle incident angle, position, and � via the Cherenkov angle. The152

likelihood of each i-th particle hypothesis is defined as a function of the arrival times tj153
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0.0 < 𝑝 < 1.0 GeV/c

A good separation power between ℓ and 𝜋, 𝐾 for low momentum

The discrepancy between data and MC on the high-side tail 
is due to imperfectly correcting for gas-gain saturation 



ECL barrel (0.56  ✓ < 2.24 rad). At high momentum, E/p almost perfectly separates225

electrons from the other charged particle species; at lower momenta, its discriminating226

power reduces due to the stronger bending of the trajectory in the magnetic field casuing227

energy depositions that can spread over multiple ECL clusters, and a higher probability228

of energy losses due to longer flight paths.229
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Figure 6: E/p PDFs for positively and negatively charged electrons, muons, pions,
and kaons observed in the ECL barrel with momenta in [0.2, 0.6) GeV/c (top left),
[0.6, 1.0) GeV/c (top right), and [1.0, 7.0] GeV/c (bottom).

3.5 KLM likelihoods230

Muon-identification in the KLM relies on di↵erences in longitudinal penetration depth and231

transverse scattering of tracks reconstructed in the inner detectors that are extrapolated232

to the KLM volume. The muon-identification algorithm proceeds in two steps: the track233

extrapolation, using the muon mass hypothesis for each charged particle candidate and234

accounting for material interactions with GEANT4 [17]; and the likelihood extraction for235

each charged particle hypothesis. The track extrapolation proceeds step-wise, starting at236

the outermost point in the CDC of the reconstructed trajectory with its associated phase-237

space coordinates and track parameter covariance matrix. Upon crossing a KLM detector238

layer, the nearest two-dimensional hit in that layer, if any, is considered for association239

with the track. Given � as the uncertainty on the two-dimensional hit position, if the240

hit is within about 3.5� in either of the two local coordinate directions, it is declared241

a matching hit and the Kalman filter is used to update the track properties before the242

10
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PID in ECL
Use the ratio 𝐸/𝑝 for PID in the ECL
• Energy measured in the ECL
• Momentum reconstructed in tracking detector
à Templates of the 𝐸/𝑝 distributions are constructed from single-particle 

simulations for each hypothesis

• Extract the likelihoods, ℒ./)0 based on the probability density function

1.0 < 𝑝 < 7.0 GeV/c

log(ℒ1/)0) (𝑝 > 1.0 GeV/c)
for 𝑒

log(ℒ1/)0) (𝑝 > 1.0 GeV/c)
for 𝜋
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PID in KLM
• Muon identification is simple: high penetration

• No strong interaction à No interaction with hadrons.
• No bremsstrahlung like electrons

à Difference in longitudinal penetration depth and transverse scattering
The KLM likelihoods per hypothesis 𝒊: ℒ'()* = ℒ'

()*,) ⋅ ℒ'
()*,,

The longitudinal components, ℒ.
234,3

next step in the extrapolation. The latter ends when either the kinetic energy falls below243

a 2 MeV threshold or it escapes out of the KLM geometrical boundaries. If the track244

reached the KLM, it is classified according to how and where the extrapolation ended.245

The likelihood values per hypothesis i are the product of two terms: the longitudinal (L)246

component and the transverse (T ) component. Any correlations between the components247

are neglected. The longitudinal profile PDFs are sampled according to the pattern of248

all KLM layers crossed during the extrapolation and the pattern of matched hits in the249

crossed layers:250

LKLM,L

i,k
=

(
pi,k if matched hit on k-th layer

1 � pi,k · ✏k if no matched hit on k-th layer,
(11)251

where pi,k is the expected probability of finding a hit on the k-th layer as obtained from252

simulation for the given particle hypotheses, charge and extrapolation ending outcome,253

and ✏k is the measured detection e�ciency of the layer. The total longitudinal likelihood254

is the product over all layers crossed by the extrapolated track:255

LKLM,L

i
=

Ncrossed layersY

k=1

LKLM,L

i,k
. (12)256

Fig. 7 shows a comparison of the average number of extrapolated and matched KLM257

hits on track per KLM layer for a sample of simulated pions and muons generated with258

uniformly distributed momentum in 1  p < 5 GeV/c and polar angle 0.8  ✓ < 2.2259

rad, i.e the KLM barrel) Only reconstructed tracks with pT > 0.7 GeV/c are selected260

to ensure they lie within the barrel KLM acceptance. Although the expected pattern261

matches for both particle hypotheses due to the identical kinematics, the probability of262

finding a matching hit for pions rapidly decreases, as they are much less likely to traverse263

the KLM.264

The transverse component of the likelihood, LKLM,T

i
, is obtained from the probability265

density function per KLM region and particle hypothesis of the track fit quality �2 divided266

by the number of degrees of freedom (NDF), which is twice the number of matched hits,267

derived from simulation. Fig. 8 displays a comparison of the expected distribution of268

�2/NDF of muons and pions of pT > 1.5 GeV/c in the barrel from single-particle simulation269

and from a collision data sample of e+e� ! µ+µ�� (⇡ 99.9% purity), K0
S ! ⇡+⇡� (⇡ 98%270

purity) candidates selected according to the procedure described later in Sec. 4.4,4.5. The271

KLM likelihood for hypothesis i then results from the joint distribution:272

LKLM
i

= LKLM,L

i
· LKLM,T

i
(�2). (13)273

3.6 Impact of each subdetector on lepton-identification in the274

likelihood model275

For the benchmark problem of separating leptons from all other charged particle hypothe-
ses, we investigate how much each individual component impacts LID as a function of the
candidate momentum and polar angle. This is done through an “ablation” test, where

11

𝒑𝒊,𝒌: Expected probability of finding a hit on 𝒌-th layer from simulation
𝝐𝒌: Measured detection efficiency of the layer. 

The transverse components, ℒ.
234,6

• Track fit quality 𝜒& divided by NDF.

• The track reconstructed in inner 
detectors is extrapolated to KLM

Figure 8: Cumulative �2/n.d.f. of the fit for muon (left) and pion (right) tracks with
pT > 1.5 GeV/c extrapolated in the barrel KLM, with a comparison between single-
particle simulation (solid lines) and data (bullet points).

software release used for MC simulation and data processing for this work. In the muon291

case, the behaviour of single detector ablation reflects the expectation: for momenta above292

0.7 GeV/c, the KLM contribution dominates. At low momenta, also the ECL, TOP and293

ARICH have sizeable impact on the separation power.294

3.7 Boosted decision tree-based lepton-identification including295

multiple ECL observables296

The performance of Belle II LID at momenta p . 1 GeV/c with respect to the baseline,297

likelihood-based discriminator of Eq. 3 can be improved by exploiting the large num-298

ber of measurements available that characterise calorimeter clusters [18]. This is done299

using a boosted decision tree (BDT) classifier that combines ECL-based measurements300

with the other subdetectors’ normalised likelihoods, P d

`
(d 6= ECL). The low-momentum301

region is where E/p provides weaker separation (c.f. Fig. 6). Thus, the inclusion of302

more ECL observables can enhance the discrimination power. At higher momenta, where303

E/p for the ECL and the measurements in the KLM mostly drive the identification of304

electrons and muons, respectively, the performance of the BDT and the likelihood-based305

LID are found to be comparable. Algorithms are trained in multiclass mode to separate306

a lepton hypothesis against all others, as well as both for binary e/⇡ and µ/⇡ separa-307

tion, using the classification score as discriminator for LID. Thus, they compare to the308

global normalised likelihood, P`, and the binary normalised likelihood, P`/⇡, respectively.309

The complete list of input variables is summarised in Tab. 1. In multiclass mode, the310

non-ECL subdetectors’ normalised likelihoods are transformed according to the mapping311

P d

`
! �log10

�
(1 � P d

`
)/P d

`

�
to improve numerical stability of the algorithm. The same312

transformation is applied on the input normalised likelihoods at the evaluation stage. In313

binary classification mode, the di↵erence of log-likelihoods between two hypotheses of314

Eq. 5 is used instead.315

13

à Represent the shower size

Due to hadron interaction

𝑝$ > 1.5 GeV/c 𝑝$ > 1.5 GeV/c
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Combine info in all detectors
Each sub-detector provides a likelihood ℒDE

• 𝑑: {SVD, CDC, TOP, ARICH, ECL, KLM}
• 𝑖: {𝑒, 𝜇, 𝜋, 𝐾, 𝑝, 𝑑}
Eg. ℒ./01: is related to probability(?) that the particle is an electron based on ECL info. 

Based on the likelihoods, we define “the global likelihood ratio”

ℒ. =F
7

7∈9

ℒ.7
𝑝! =

ℒ!
ℒ"#ℒ##ℒ$#ℒ%#ℒ&#ℒ'

basf2

we also define “the binary likelihood ratio”

𝑝!,% =
ℒ!

ℒ!#ℒ(
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Global electron ID
electronID_noSVD_noTOP:

𝑝! =
ℒ$

ℒ$Gℒ%Gℒ&Gℒ'Gℒ(Gℒ)
ℒ. =F

7

7∈9

ℒ.7

𝑑: {CDC, ARICH, ECL, KLM}

𝑒 𝜇 𝜋

𝐾
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Global electron ID
electronID_noSVD_noTOP:

𝑝! =
ℒ$

ℒ$Gℒ%Gℒ&Gℒ'Gℒ(Gℒ)
ℒ. =F

7

7∈9

ℒ.7

𝑑: {CDC, ARICH, ECL, KLM}

𝑒 𝜇 𝜋

𝐾
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Figure 1: Mean predictions of normalised dE/dx curves (left) as a function of momentum
in the CDC for the six charged particle species, and the universal �� curve (right). In
the latter, we also indicate the channels used to calibrate the dE/dx response for di↵erent
particle species. Protons (p) with momenta below 750 MeV/c are well-separated from
other species and hence selected inclusively with high purity using a very loose requirement
on dE/dx itself.

The quantity �i

dE/dx is the specific ionisation residual, where dE/dxi

meas (dE/dxi

pred) is131

the measured (predicted) truncated mean. The factor �i

pred at the denominator is the132

predicted resolution on �i

dE/dx. It is parametrised as a function of the cosine of the track133

polar angle, the number of CDC hits on track, and the dE/dxpred value itself. It is assumed134

that the dependency factorises as135

�i

pred

�
dE/dxpred, cos ✓, Nhits

CDC

�
= f i

1(dE/dxpred) ⇥ f i

2(cos ✓) ⇥ f i

3(N
hits
CDC). (7)136

We form log-likelihoods for the particle hypotheses from the �i, assuming they are Gaussian-137

distributed, neglecting constant additive factors:138

logLCDC
i

= ��2
i

2
, (8)139

Fig. 2 shows �i for calibration data of electrons and pions in two momentum ranges140

where dE/dx is most relevant for LID. The discrepancy between data and simulation on141

the high-side tail for pions is due to imperfectly correcting for gas-gain saturation. Fig. 3142

shows electron-pion separation via � logLCDC
⇡/e

in bins of momentum and integrated over143

the [0.1, 1.0] GeV/c momentum range.144

3.2 TOP likelihoods145

Particle identification with the TOP is based on the measurement of the time and position146

where totally internally-reflected Cherenkov photons hit the MCP-PMTs array. The147

5

Difficult to distinguish electrons from pions/kaons
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Global muon ID
muonID_noSVD:

𝑝" =
ℒ%

ℒ$Gℒ%Gℒ&Gℒ'Gℒ(Gℒ)
ℒ. =F

7

7∈9

ℒ.7

𝑑: {CDC, TOP,ARICH, ECL, KLM}

𝑒 𝜇 𝜋

𝐾
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Binary lepton ID
Binary electronID_noSVD_noTOP:

𝑝! =
ℒ$

ℒ$Gℒ&
ℒ. =F

7

7∈9

ℒ.7

𝑑: {CDC, ARICH, ECL, KLM}

Undecided𝑒 𝜋

Binary muonID_noSVD:
𝑝" =

ℒ%
ℒ%Gℒ&
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Multivariate approach
PID group provides BDT-based Lepton ID
• Use some ECL observables instead of ECL likelihood
à Improve performance at 𝑝 < 1.0 GeV/c by exploiting measurements that 

characterize ECL clusters
Variable Description Range

Associated to the ECL clusters
E/p [c] Ratio of cluster energy over matching –

track momentum. –
E1/E9 Ratio of the energy of the most energetic crystal –

over the energy sum of the 9 surrounding crystals. –
E9/E21 Ratio of the energy sum of 9 crystals surrounding –

the one with maximum energy over the energy sum –
of the 25 surrounding crystals, minus 4 corners. –

�L [cm] Projection on the extrapolated track direction –
of the distance between the track entry point –
in the ECL and the cluster centroid [19]. –

LAT Lateral moment of the electromagnetic shower [20]. –
|Znm| 2 Zernike moments ((n,m) 2 {(4, 0), (5, 1)} –

calculated in a plane orthogonal –
to the shower direction [21]. –

Associated to the non-ECL likelihoods (binary BDT)
� logL(`/⇡)CDC Log-likelihood ` � ⇡ di↵erence in the CDC –
� logL(`/⇡)TOP Log-likelihood ` � ⇡ di↵erence in the TOP Barrel
� logL(`/⇡)ARICH Log-likelihood ` � ⇡ di↵erence in the ARICH FWD endcap
� logL(µ/⇡)KLM Log-likelihood ` � ⇡ di↵erence in the KLM p > 0.6 GeV/c

Associated to the non-ECL likelihoods (multiclass BDT)
PCDC
`

Global normalised likelihood in the CDC. –
PTOP
`

Global normalised likelihood in the TOP. Barrel
PARICH
`

Global normalised likelihood in the ARICH. FWD endcap
PKLM
`

Global normalised likelihood in the KLM. p > 0.6 GeV/c

Table 1: Description of the input variables for the BDTs. The “Range” field indicates
whether a variable is defined only in a particular subset of the selected phase space region
(by default, they are always included).

4 Performance of lepton-identification331

We measure lepton-identification e�ciencies, hadron-lepton misidentification probabilities332

and adjust the simulated rates based on the observed behaviour in data using a number333

of standard channels that are sensitive to di↵erent charged particle kinematics and event334

topology. Below we present a description of the analysis of each channel and then outline335

how results are combined. Unless otherwise stated, the estimation of the e�ciency is based336

on Bayesian statistics. The mode of the posterior distribution is used as an estimator for337

the e�ciency, and a uniform beta distribution B(↵, �), (↵ = � = 1) is taken as the338

prior. With this choice, the e�ciency reduces to the simple ratio " = k/N , where k is the339

number of selected signal events and N the total number of signal events. A confidence340

interval of 68.3% is chosen for calculating the asymmetric uncertainties on the e�ciency.341

Both the collision dataset and the Monte Carlo (MC) simulated datasets are fully re-342

constructed with the open-source Belle II analysis software framework, basf2 [22] In MC,343

the background activity from beam-induced interactions is simulated based on expecta-344

15

Figure 30: Distributions of ECL observables included as inputs to the multi-class BDT for inclusively charged particle hypotheses
{e±, µ±, ⇡±, K±} in the 0.2  p < 0.6 GeV/c, barrel region. Histograms are obtained from single-particle simulated samples.
Note that E/p is shown in Fig. 6.

44
Figure 30: Distributions of ECL observables included as inputs to the multi-class BDT for inclusively charged particle hypotheses
{e±, µ±, ⇡±, K±} in the 0.2  p < 0.6 GeV/c, barrel region. Histograms are obtained from single-particle simulated samples.
Note that E/p is shown in Fig. 6.

44
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BDT LID: Performance

November 29th 2022 28

Multivariate approaches – leptonID
Already available, BDT’s using 
analysis level information:

Coming soon, BDT’s and CNN’s using 
also reco level information:

In general, BDT’s give better performance, 
but it is not always the case: please check 
what is best for your analysis!

For more information, please 
see Marcel's and Anja's talks. 

November 29th 2022 28

Multivariate approaches – leptonID
Already available, BDT’s using 
analysis level information:

Coming soon, BDT’s and CNN’s using 
also reco level information:

In general, BDT’s give better performance, 
but it is not always the case: please check 
what is best for your analysis!

For more information, please 
see Marcel's and Anja's talks. 

BDT Lepton ID gives better performance
• Electron ID: excellent improvement by utilizing ECL observables
à Now, PID official recommendation is to use BDT-based electronID
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LID efficiency calibration
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LID efficiency correction

à Essential to correct the difference for a precious measurement

Lepton ID is an important item for high precision measurement
• Require good performance à less fake backgrounds (𝜋 → ℓ, 𝐾 → ℓ)
• Require corrections (Data/MC) with small uncertainties

• Reconstruction efficiency could be different from the data
(MC simulation is not perfect.. )

4

Untagged  ( ) (Chaoy Lyu)B0 → D*ℓ+ν ℓ = μ

• The LID group measures the  mis-identification probability ( ) per lepton (we often call it the fake rate)π±, K± fπ,K

Pre-fit Post-fitCharge-integrated

•  in data is measured in specific “pure” calibration channels using T&P, and the mis-id ratio between data and MC is 
then provided per  bin, to correct the MC.

fπ,K
(p, θ, q)

Nfit
b /Npre−fit

b

(*)

(*)

Npre−fit
b =

Nbins

∑
i

nMC
bi

⋅ f data
i

fMC
i

• The fit to  in the  seems to prefer corrections to MC fakes ∼2 times smaller. Muon efficiency corrections look ∼ok.p*μ B0 → D*μ+ν

• Is there an obvious mistake in the way the LID group calculates the fake muons correction?

4

Untagged  ( ) (Chaoy Lyu)B0 → D*ℓ+ν ℓ = μ

• The LID group measures the  mis-identification probability ( ) per lepton (we often call it the fake rate)π±, K± fπ,K

Pre-fit Post-fitCharge-integrated

•  in data is measured in specific “pure” calibration channels using T&P, and the mis-id ratio between data and MC is 
then provided per  bin, to correct the MC.

fπ,K
(p, θ, q)

Nfit
b /Npre−fit

b

(*)

(*)

Npre−fit
b =

Nbins

∑
i

nMC
bi

⋅ f data
i

fMC
i

• The fit to  in the  seems to prefer corrections to MC fakes ∼2 times smaller. Muon efficiency corrections look ∼ok.p*μ B0 → D*μ+ν

• Is there an obvious mistake in the way the LID group calculates the fake muons correction?

Muon momentum [GeV]

Example. 
Data
MC

Data
MC

Apply a Lepton ID weight, 𝑤(𝑝, 𝜃, 𝑞) to MC
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Calibration channel
Evaluate LID efficiency/fake rate using several channels
Electron ID
• 𝑒𝑒 → 𝑒𝑒 𝑒𝑒: momentum coverage is 𝑝 < 2.5 GeV/c
• J/𝜓 → 𝑒𝑒: momentum coverage is 1.0 < 𝑝 < 3.0 GeV/c
• 𝑒𝑒 → 𝑒𝑒(𝛾) : momentum coverage is 1.0 < 𝑝 GeV/c
Muon ID
• 𝑒𝑒 → 𝑒𝑒 𝜇𝜇: momentum coverage is 𝑝 < 2.5 GeV/c
• J/𝜓 → 𝜇𝜇: momentum coverage is 1.0 < 𝑝 < 3.0 GeV/c
• 𝑒𝑒 → 𝜇𝜇 : momentum coverage is 1.0 < 𝑝 GeV/c
𝝅 → ℓ,𝑲 → ℓ mis-ID
• K-. → 𝜋𝜋: momentum coverage is 𝑝 < 1.0 GeV/c
• 𝑒𝑒 → 𝜏 1𝑝 𝜏(3𝑝): momentum coverage is 𝑝 < 1.0 GeV/c
• D∗0 → 𝐷. → 𝐾1𝜋0 𝜋0 for 𝐾 → ℓ fake rates

Possible to cover full 𝑝 range

Possible to cover full 𝑝 range



2023/11/2 24

J/𝝍 channel
Reconstruct J/𝜓 candidate from hadronic 𝐵 decays
• Two tracks as originating from the IP

• At least one track have a value of ℓID > 0.9
• 2.8 < 𝑀ℓ5ℓ6 < 3.3 GeV/𝑐&

• Some requirements for bkg suppression
(eg. 𝑅7 < 0.4, matching ECL cluster)

Coverage: 1.0 < 𝑝 < 2.5 GeV/c
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Figure 10: The fitted dilepton invariant masses M`+`� for the electron (left) and muon
(right) final states show similar signal yields, where each lepton is required to have a value
of Pe > 0.8 (Pµ > 0.8).

where Nsig and Nbkg represent the signal and background yields, respectively. The mean,
µ, is shared between all signal components. The � values correspond to each component’s
width, defined asymmetrically in the case of the bifurcated Gaussian, and a multiplicative
factor w for each width has been included to account for finite resolution e↵ects. The
parameters n and ↵ define the tail of the Crystal Ball function. The coe�cients a and
b are the fraction of the contribution of each signal component and the parameter ci
represents the weight of each i-th order Chebychev polynomial. For J/ ! µ+µ�, the
signal PDF is a Gaussian function added to a bifurcated Gaussian, with a second-order
Chebychev polynomial for the background:

PDF = Nsig

⇥
a ⇥ Gauss(µ, w�g) + (1 � a) ⇥ Bifur(µ, w�L, w�R)

⇤

+ NbkgCheby(c1, c2). (18)

The signal PDF parameters are determined by applying the fitting algorithm to simulated378

events over the full phase space region, with w = 1. For fits to data, all signal parameters379

are fixed, except for the mean µ, the multiplicative factor w and the background PDF380

parameters.381

A tag-and-probe method is used to determine the e�ciency of the LID selection in382

data, where the presence of at least one tightly-selected lepton candidate with Pe > 0.95383

(Pµ > 0.95) is requested to tag the J/ candidate. The e�ciency is defined as384

" =
N sig

pass

N sig
pass + N sig

fail

, (19)385

where N sig
pass is the number of J/ candidates which pass a given LID selection criterion386

applied to the other lepton, the probe, within a given (p, ✓, q) phase space bin, and N sig
fail387

is the number that do not. A simultaneous fit of the signal component is performed over388

the two mutually exclusive “pass” and “fail” sets to avoid double counting the uncertainty389

in the denominator of Eq. 19, whereas the background yield is fit independently for each390

set. To determine the statistical uncertainty on the e�ciency based on this definition, a391

17

à Perform a binned likelihood fit to 𝑀ℓ!ℓ" distribution
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where Nsig and Nbkg represent the signal and background yields, respectively. The mean,
µ, is shared between all signal components. The � values correspond to each component’s
width, defined asymmetrically in the case of the bifurcated Gaussian, and a multiplicative
factor w for each width has been included to account for finite resolution e↵ects. The
parameters n and ↵ define the tail of the Crystal Ball function. The coe�cients a and
b are the fraction of the contribution of each signal component and the parameter ci
represents the weight of each i-th order Chebychev polynomial. For J/ ! µ+µ�, the
signal PDF is a Gaussian function added to a bifurcated Gaussian, with a second-order
Chebychev polynomial for the background:

PDF = Nsig

⇥
a ⇥ Gauss(µ, w�g) + (1 � a) ⇥ Bifur(µ, w�L, w�R)

⇤

+ NbkgCheby(c1, c2). (18)

The signal PDF parameters are determined by applying the fitting algorithm to simulated378

events over the full phase space region, with w = 1. For fits to data, all signal parameters379

are fixed, except for the mean µ, the multiplicative factor w and the background PDF380

parameters.381

A tag-and-probe method is used to determine the e�ciency of the LID selection in382

data, where the presence of at least one tightly-selected lepton candidate with Pe > 0.95383

(Pµ > 0.95) is requested to tag the J/ candidate. The e�ciency is defined as384
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, (19)385

where N sig
pass is the number of J/ candidates which pass a given LID selection criterion386

applied to the other lepton, the probe, within a given (p, ✓, q) phase space bin, and N sig
fail387

is the number that do not. A simultaneous fit of the signal component is performed over388

the two mutually exclusive “pass” and “fail” sets to avoid double counting the uncertainty389

in the denominator of Eq. 19, whereas the background yield is fit independently for each390

set. To determine the statistical uncertainty on the e�ciency based on this definition, a391

17
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where Nsig and Nbkg represent the signal and background yields, respectively. The mean,
µ, is shared between all signal components. The � values correspond to each component’s
width, defined asymmetrically in the case of the bifurcated Gaussian, and a multiplicative
factor w for each width has been included to account for finite resolution e↵ects. The
parameters n and ↵ define the tail of the Crystal Ball function. The coe�cients a and
b are the fraction of the contribution of each signal component and the parameter ci
represents the weight of each i-th order Chebychev polynomial. For J/ ! µ+µ�, the
signal PDF is a Gaussian function added to a bifurcated Gaussian, with a second-order
Chebychev polynomial for the background:

PDF = Nsig

⇥
a ⇥ Gauss(µ, w�g) + (1 � a) ⇥ Bifur(µ, w�L, w�R)

⇤

+ NbkgCheby(c1, c2). (18)

The signal PDF parameters are determined by applying the fitting algorithm to simulated378

events over the full phase space region, with w = 1. For fits to data, all signal parameters379

are fixed, except for the mean µ, the multiplicative factor w and the background PDF380

parameters.381

A tag-and-probe method is used to determine the e�ciency of the LID selection in382

data, where the presence of at least one tightly-selected lepton candidate with Pe > 0.95383

(Pµ > 0.95) is requested to tag the J/ candidate. The e�ciency is defined as384

" =
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pass

N sig
pass + N sig

fail

, (19)385

where N sig
pass is the number of J/ candidates which pass a given LID selection criterion386

applied to the other lepton, the probe, within a given (p, ✓, q) phase space bin, and N sig
fail387

is the number that do not. A simultaneous fit of the signal component is performed over388

the two mutually exclusive “pass” and “fail” sets to avoid double counting the uncertainty389

in the denominator of Eq. 19, whereas the background yield is fit independently for each390

set. To determine the statistical uncertainty on the e�ciency based on this definition, a391

17

Prepare suitable PDFs for sig/bkg

Extract the number of of J/𝜓 candidates based on the fit result
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J/𝝍 channel
Tag-and-probe method is used to determine the LID efficiency

LID efficiency (𝜖)

• Simultaneous fit is performed over the two “pass” and “fail” sets
• Calculate efficiencies for each (𝑝, 𝜃, 𝑞) bin 
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Figure 10: The fitted dilepton invariant masses M`+`� for the electron (left) and muon
(right) final states show similar signal yields, where each lepton is required to have a value
of Pe > 0.8 (Pµ > 0.8).

where Nsig and Nbkg represent the signal and background yields, respectively. The mean,
µ, is shared between all signal components. The � values correspond to each component’s
width, defined asymmetrically in the case of the bifurcated Gaussian, and a multiplicative
factor w for each width has been included to account for finite resolution e↵ects. The
parameters n and ↵ define the tail of the Crystal Ball function. The coe�cients a and
b are the fraction of the contribution of each signal component and the parameter ci
represents the weight of each i-th order Chebychev polynomial. For J/ ! µ+µ�, the
signal PDF is a Gaussian function added to a bifurcated Gaussian, with a second-order
Chebychev polynomial for the background:

PDF = Nsig

⇥
a ⇥ Gauss(µ, w�g) + (1 � a) ⇥ Bifur(µ, w�L, w�R)

⇤

+ NbkgCheby(c1, c2). (18)

The signal PDF parameters are determined by applying the fitting algorithm to simulated378

events over the full phase space region, with w = 1. For fits to data, all signal parameters379

are fixed, except for the mean µ, the multiplicative factor w and the background PDF380

parameters.381

A tag-and-probe method is used to determine the e�ciency of the LID selection in382

data, where the presence of at least one tightly-selected lepton candidate with Pe > 0.95383

(Pµ > 0.95) is requested to tag the J/ candidate. The e�ciency is defined as384

" =
N sig

pass

N sig
pass + N sig

fail

, (19)385

where N sig
pass is the number of J/ candidates which pass a given LID selection criterion386

applied to the other lepton, the probe, within a given (p, ✓, q) phase space bin, and N sig
fail387

is the number that do not. A simultaneous fit of the signal component is performed over388

the two mutually exclusive “pass” and “fail” sets to avoid double counting the uncertainty389

in the denominator of Eq. 19, whereas the background yield is fit independently for each390

set. To determine the statistical uncertainty on the e�ciency based on this definition, a391
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events over the full phase space region, with w = 1. For fits to data, all signal parameters379

are fixed, except for the mean µ, the multiplicative factor w and the background PDF380

parameters.381

A tag-and-probe method is used to determine the e�ciency of the LID selection in382
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(Pµ > 0.95) is requested to tag the J/ candidate. The e�ciency is defined as384

" =
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where N sig
pass is the number of J/ candidates which pass a given LID selection criterion386

applied to the other lepton, the probe, within a given (p, ✓, q) phase space bin, and N sig
fail387

is the number that do not. A simultaneous fit of the signal component is performed over388

the two mutually exclusive “pass” and “fail” sets to avoid double counting the uncertainty389

in the denominator of Eq. 19, whereas the background yield is fit independently for each390
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where Nsig and Nbkg represent the signal and background yields, respectively. The mean,
µ, is shared between all signal components. The � values correspond to each component’s
width, defined asymmetrically in the case of the bifurcated Gaussian, and a multiplicative
factor w for each width has been included to account for finite resolution e↵ects. The
parameters n and ↵ define the tail of the Crystal Ball function. The coe�cients a and
b are the fraction of the contribution of each signal component and the parameter ci
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The signal PDF parameters are determined by applying the fitting algorithm to simulated378

events over the full phase space region, with w = 1. For fits to data, all signal parameters379

are fixed, except for the mean µ, the multiplicative factor w and the background PDF380

parameters.381
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where N sig
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applied to the other lepton, the probe, within a given (p, ✓, q) phase space bin, and N sig
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𝐞𝐞 → (𝒆𝒆)ℓℓ (di-photon) channel

2021/5/19 3

Lepton ID at Belle II
• Lepton ID efficiencyとcorrectionは重要

• &!(∗)の解析: 主要な系統誤差の一つ
• Two-photon process ('"'# → ℓ"ℓ#)で測定

• Tag and Probe手法

e−

e+

e+

e−

!−

!+

γ

γ

• 片方のレプトンをタグする
• Electron: !ID > 0.95
• Muon: "ID > 0.95 and # > 0.7 GeV

($%&
Escape into the beam pipe

• Enough statistics (𝑝 < 3.0 GeV/c)
• ℓ%ℓ$ within the detector volume acceptance 
• Suppress backgrounds (𝑒𝑒 → 𝑞𝑞, 𝜏𝜏, 𝑒𝑒𝜋𝜋, 𝑒𝑒𝐾𝐾, ℓℓ)

• Eg. Total visible energy, 𝑝> balance

Tag-and-probe method is used to determine the LID efficiency

0.95 0.96 0.97 0.98 0.99 1
Data/MC ratio (stat.)

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Ar
bi

tra
ry

 n
or

m
al

is
at

io
n

Belle II  -1 dt = 189 fbL∫

 0.0169± = 0.9763 µ

 0.0037± = 0.0064 Lσ

 0.0035± = 0.0069 Rσ

/d.o.f. = 59.4/472χ

(a) Statistical uncertainty.

0.9754 0.9756 0.9758 0.976 0.9762 0.9764
Data/MC ratio (sys.)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Ar
bi

tra
ry

 n
or

m
al

is
at

io
n

Belle II  -1 dt = 189 fbL∫

 0.0001± = 0.9762 µ
-5 10× 2.5) ± = (4.5 Lσ
-5 10× 2.5) ± = (4.5 Rσ

/d.o.f. = 29.7/472χ

(b) Systematic uncertainty.

Figure 11: Distribution of the data/MC Pe e�ciency ratio (Pe > 0.9) drawn from toy
experiments in the J/ ! e+e� channel, fitted with bifurcated Gaussian PDFs to extract
the nominal correction factor for simulation with its statistical and systematic uncertain-
ties. Results for the 1.5  p < 2 GeV/c, 0.56  ✓ < 2.23 rad, inclusive charge bin are
shown.

estimated with neural networks implemented at hardware level on field-programmable435

gate arrays. Candidates are reconstructed from two oppositely charged tracks which are436

originating from the IP, with |dr| < 2.0 cm and |dz| < 5.0 cm. To suppress background437

from cosmic rays, the cosine of opening angle between the two lepton tracks is required438

to be cos✓`+`� > �0.997. Remaining hadronic and tau-pair events are removed by the439

following criteria: E⇤
vis < 6.0 GeV, |~p⇤

z+ + ~p⇤
z�| < 1.0 GeV/c, |~p⇤

T+ + ~pT�⇤ | < 0.15 GeV/c.440

The asterisk indicates variables expressed in the centre-of-mass (CMS) system. E⇤
vis is441

the sum of the energy of all reconstructed ECL clusters in the event. The stringent442

transverse momentum cut is the most e↵ective to suppress backgrounds with high signal443

e�ciency, since the transverse momentum of the two lepton tracks are balanced. The444

invariant mass M`+`� is required to be less than 3.0 GeV/c2. Other two-photon processes,445

such as e+e� ! (e+e�)⇡+⇡�, represent the main background due to the very similar446

kinematics. Fig. 12 shows the distribution of the polar angle of the positive charged track447

and negative charge track in the laboratory system. The disagreement between data and448

MC simulation is ascribed to imperfect trigger simulation in MC, but the overall impact449

on the e�ciency measurement is found to be small.450

A tag-and-probe method is used to calculate the e�ciency, with a tag selection criterion451

of Pe > 0.95 (Pµ > 0.95 and p > 0.7 GeV/c). The definition of the lepton-identification452

e�ciency in data is453

"data =
Nprobe � Nbkg

probe

Ntag � Nbkg
tag

=
Nprobe � f ·

P
i

P
j
ni,j

probe · ri · rj

Ntag � f ·
P

i
ni
tag · ri

, (20)454

where Ntag and Nprobe is the number of selected e+e� ! (e+e�)`+`� signal candidates455

in data after tag and probe selection, respectively. We note that with “Nprobe” we actu-456

ally indicate “Ntag+probe”; for brevity, this simplified notation is used henceforth in the457

document. The Nbkg
tag (probe) contribution is small and estimated from MC. The factor f is458
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(N `

tag):470

"MC =
N `

probe

N `
tag

(21)471

We have estimated two sources of systematic uncertainties. Firstly, the one arising from472

the correction factors, ri, is considered. The uncertainties on the corrections for the473

⇡(K) ! ` misidentification probability, obtained from K0
S ! ⇡+⇡� (D⇤+ ! D0[!474

K�⇡+]⇡+) events, are propagated to "data. The background from protons faking lep-475

tons is very small, therefore the impact of the uncertainty on the p ! ` misidentification476

probability is estimated by varying ri from 0.8 to 1.2, and re-calculating "data accordingly.477

Secondly, the uncertainty associated to the MC generator is considered. Since the discrep-478

ancy between data and MC simulation is observed to be up to 10%, we re-calculate "data479

scaling each background yield by a factor 0.9 and then by 1.1. The absolute di↵erence480

in yield is assigned as the systematic uncertainty. The two systematic uncertainties are481

eventually added in quadrature.482

4.3 Electron-identification: e+e� ! e+e�(�)483

A tag-and-probe method is also used to determine the electron-identification e�ciency484

using e+e� ! e+e�(�) (Bhabha) events. Events are recorded with a low multiplicity485

trigger, which requires an ECL cluster with an energy above 2 GeV in the barrel region.486

In order to minimise any bias the trigger could introduce to the identification e�ciency, the487

events are required to be triggered by the tag particle. Furthermore, all events are required488

to contain only two tracks that loosely originate from the IP by requiring |dz| < 5 cm489

and |dr| < 2 cm. The tag is also required to satisfy Pe > 0.95. To suppress background490

events with missing particles, the squared mass of the system recoiling against the initial491

state dielectron pair is required to be M2
recoil =

⇣
pe+ + pe� �

P
N=2
i=1 pi

⌘2

< 10 GeV2/c4,492

where pi indicates the four-momenta of the final state reconstructed particles. Fig. 14493

shows the momentum distribution of positive and negative charged probe tracks after the494

selection. The electron-identification e�ciency "data is computed as495

"data =
Pprobe · Nprobe

Ptag · Ntag
, (22)496

where the purity factor Ptag (probe) indicates the probability that the probe e± track can-497

didate is correctly identified as such. Purities are computed using simulated e+e� !498

`+`�(�), e+e� ! (e+e�)`+`� and e+e� ! ⌧+⌧� samples as499

Ptag (probe) =
nsig
tag (probe)

nbkg
tag (probe) + nsig

tag (probe)

, (23)500

where nsig
probe (nsig

tag) is the number of events with a correctly identified probe and nbkg
tag501

(nbkg
probe) is the number of events with a misidentified probe before (after) applying the502

identification requirement on the probe track. The e�ciency calculation in MC follows503

the same procedure as in Sec. 4.2. Two sources of systematic uncertainties are consid-504

ered. Firstly, to estimate possible bias introduced by the trigger, the e�ciency in MC is505
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Figure 12: Distribution of the polar angle of the positive charged track (left) and negative
charged track (right) in the laboratory system. Events satisfying all selection criteria are
plotted. Black points are data and the background MC samples are normalised to the
cross section times the integrated luminosity of 189 fb�1.

the fraction of number of candidates in data and MC before the tag selection. Since the459

simulation cannot perfectly describe the data as shown in Fig. 12, it is corrected by this460

factor; ntag (probe) is the number of MC candidates passing the tag (probe) selection, and461

r is a data-driven correction factor for hadron misidentification probabilities. The indices462

i and j denote the type of charged particle on tag-and-probe side, respectively. Note that463

we exclude ni,j when i = j 2 {e, µ} as it is the signal component. For i, j 2 {⇡, K}, ri,j464

is estimated from the K0
S ! ⇡+⇡� channel (cf. Sec. 4.5) and the D⇤+ ! D0[! K�⇡+]⇡+

465

channel (cf. Sec. 4.7), respectively. For other charged particles, the correction is assumed466

to be equal to unity. The background contamination after the tag selection is about467

0.1% (4.9%), as shown in Fig. 13. The e�ciency in simulation is evaluated as the ratio of
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Figure 13: The probe electron (left) and muon (right) p distributions of the e+e� !
(e+e�)`+`� channel where a tag selection of Pe > 0.95 (Pµ > 0.95 and p > 0.7 GeV/c) is
applied. The red histogram shows the overall background contamination.
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signal candidates with two reconstructed true leptons (N `

probe) to those with at least one469
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Figure 12: Distribution of the polar angle of the positive charged track (left) and negative
charged track (right) in the laboratory system. Events satisfying all selection criteria are
plotted. Black points are data and the background MC samples are normalised to the
cross section times the integrated luminosity of 189 fb�1.
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r is a data-driven correction factor for hadron misidentification probabilities. The indices462

i and j denote the type of charged particle on tag-and-probe side, respectively. Note that463

we exclude ni,j when i = j 2 {e, µ} as it is the signal component. For i, j 2 {⇡, K}, ri,j464

is estimated from the K0
S ! ⇡+⇡� channel (cf. Sec. 4.5) and the D⇤+ ! D0[! K�⇡+]⇡+
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Figure 13: The probe electron (left) and muon (right) p distributions of the e+e� !
(e+e�)`+`� channel where a tag selection of Pe > 0.95 (Pµ > 0.95 and p > 0.7 GeV/c) is
applied. The red histogram shows the overall background contamination.
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Tag selection
𝑒ID > 0.95

Tag selection
𝑒ID > 0.95

Probe selection
𝑒ID > 0.9

研究⼿法

Tag and Probe ⽅
Ø ⼀⽅のレプトンを識別する(Tag)ことで、
他⽅のレプトンをProbeとして⽤いる

Q =
RHIJKL
MNOPQR

RSQO
MNOPQR

Ø 背景事象はMCを使って差し引く
• MCで背景事象を⾒積もり、データ

とMCの⽐をかける
• MC シミュレーションの誤差、補正

項の誤差は系統誤差

Tag して

Probe として⽤いる

bfacゼミ, 2021/3/30 佐藤 瑶
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に残るイベント数)

研究⼿法

Tag and Probe ⽅
Ø ⼀⽅のレプトンを識別する(Tag)ことで、
他⽅のレプトンをProbeとして⽤いる

Q =
RHIJKL
MNOPQR

RSQO
MNOPQR

Ø 背景事象はMCを使って差し引く
• MCで背景事象を⾒積もり、データ

とMCの⽐をかける
• MC シミュレーションの誤差、補正

項の誤差は系統誤差

Tag して

Probe として⽤いる

bfacゼミ, 2021/3/30 佐藤 瑶

23

識別効率の定義 :

0.5 1 1.5 2 2.5 3
 [GeV/c]
l

p
0

50

100

150

200

250

300

350

400

310´

C
an

di
da

te
s 

/ (
20

 M
eV

/c
) Belle II Preliminary

eell selection®ee
-1 L dt = 34.6 fbò

Data

MC backgrounds (x10)

0.5 1 1.5 2 2.5 3
 [GeV/c]
l

p
0

10

20

30

40

50

60

70

80
310´

C
an

di
da

te
s 

/ (
20

 M
eV

/c
) Belle II Preliminary

eell selection®ee
-1 L dt = 34.6 fbò

Data
MC backgrounds (x10)

Tag 後のレプトンの運動量分布。黒点は実データ、赤線
がMCの背景事象(可視化のため事象数を10倍)
(左)電子のTag 条件後、(右)ミューオンのTag 条件後

電子 ミューオン
(= Tag されたイベント数)

(= Probe に条件を課した後
に残るイベント数)

𝑁!"# 𝑁;?@AB

Bkg subtraction

Tag selection
𝑒ID > 0.95

Tag selection
𝜇ID > 0.95
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𝐞𝐞 → (𝒆𝒆)ℓℓ (di-photon) channel
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• Electron ID: a good agreement between data and MC15rd
• Muon ID: Some discrepancy between data and MC15rd

• Low momentum à CDC dE/dx calibration? Still under investigation

Efficiency corrections
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𝐞𝐞 → 𝒆𝒆(𝜸): Bhabha channel
• Large events across full momentum range

• High momentum: 𝑒𝑒 → 𝑒𝑒

• Low momentum: 𝑒𝑒 → 𝑒𝑒𝛾

Event selection
• Use trigger requiring an ECL cluster (>2 GeV)

• Probe the track, which is not used in the trigger
• Require the recoil mass 𝑀C1DE.F

- to suppress backgrounds

𝑒$

𝑒%

Used in the 
trigger

Used for 
the LID eff

Tag-and-Probe method

MC e�ciency:

‘MC =
Nprobe+tag

Ntag

Ntag : one electron passes tag side requirement (electronIDBDT > 0.5)
Nprobe+tag : one electron passes tag side requirement, other electron passes electronID requirement of
specific working point (i.e. BDT electronID > 0.99)

Compute purities fl with eeee, eeµµ, µµ, ·· MC samples
Data e�ciency:

‘data =
fltag+probe Nprobe+tag

fltag Ntag

Correction factors calculated as ‘data/‘MC

Correction factors in bins of:
Lab frame momentum of probe pprobe
Lab frame theta of probe ◊probe

This talk: focus on electronIDBDT

Philipp Horak Bhabha electronID October 23, 2023 3 / 17

Tag-and-Probe method

MC e�ciency:

‘MC =
Nprobe+tag

Ntag

Ntag : one electron passes tag side requirement (electronIDBDT > 0.5)
Nprobe+tag : one electron passes tag side requirement, other electron passes electronID requirement of
specific working point (i.e. BDT electronID > 0.99)

Compute purities fl with eeee, eeµµ, µµ, ·· MC samples
Data e�ciency:

‘data =
fltag+probe Nprobe+tag

fltag Ntag

Correction factors calculated as ‘data/‘MC

Correction factors in bins of:
Lab frame momentum of probe pprobe
Lab frame theta of probe ◊probe

This talk: focus on electronIDBDT

Philipp Horak Bhabha electronID October 23, 2023 3 / 17

Tag-and-probe method

𝜌: purities with 𝑒𝑒𝑒𝑒, 𝑒𝑒𝜇𝜇, 𝜇𝜇, 𝜏𝜏 MC samples

𝑒$

𝑒%
Tag selection

Probe selection

In this B2GM, Phillip reported a recent progress in this channel.
Please check his slide [Link]

(a) (b)

Figure 14: Momentum distribution of negative (left plot) and positive (right plot) charged
probe tracks in the e+e� ! e+e�(�) channel. Data is depicted as black dots. The
distribution for simulated events is shown as a coloured stack plot. This simulation
sample consists of e+e�, ⌧+⌧�, and e+e�e+e�, e+e�µ+µ�, µ+µ� (indicated as “other”)
events.

alternatively calculated without any trigger selection applied, and compared to the result506

with the baseline selection. The absolute di↵erence between both e�ciencies is taken as507

a systematic uncertainty. Secondly, the e�ciency in data is calculated with and without508

applying the purity factors. The absolute di↵erence is used as an additional source of509

systematic uncertainty related to the background contamination. The two systematic510

uncertainties are eventually added in quadrature.511

4.4 Muon-identification: e+e� ! µ+µ��512

Radiative dimuon events, where one can select extremely pure muon samples, are also513

used to measure muon-identification e�ciency via a tag-and-probe method. Events must514

first pass a preselection also based on high-level trigger reconstruction, but suitable for515

selecting radiative dimuon events. Candidates are then reconstructed by requiring exactly516

two oppositely-charged tracks, which must originate from near the IP, with |dr| < 2.0517

cm and |dz| < 5.0 cm. Photon candidates must have a minimum energy of 1.0 GeV,518

�0.8660 < cos (✓cluster) < 0.9563 so they lie within the ECL acceptance, and the sum519

of weighted crystals making up their associated ECL cluster must be greater than 1.5.520

Further cuts are used in the analysis including a selection on muon momentum of 0.7 <521

p < 6.5 GeV/c and on the invariant mass of the µ+µ�� system, 10.2 < Mµ+µ�� < 10.8522

GeV/c2. The presence of a tag muon satisfying Pµ > 0.9 is finally enforced.523

The background samples used in this study include e+e� ! ⇡+⇡��, e+e� ! K+K��,524

e+e� ! ⌧+⌧�, and e+e� ! e+e�⇡+⇡� which are used for the calculation of the systematic525

uncertainties in data. After the selection, very tiny contributions of background processes526

survive. The distribution of the probe muon momentum is presented in Fig. 15, where the527

MC has been normalised to the collision dataset integrated luminosity. Due to a reported528

bias in the magnetic field map used in the data processing, the muon momentum in data529

is corrected by a global scaling factor of 0.99971, derived from the calibration of the D0
530

22

https://indico.belle2.org/event/9872/contributions/68089/attachments/24884/36770/20231018_b2gm_electronid_bhabha.pdf
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𝐞𝐞 → 𝝁𝝁𝜸: di-muon channel
• Large events across full momentum range
• Clean environment

• (Almost) no backgrounds
Tag-and-probe method
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(b) Systematic uncertainty.

Figure 11: Distribution of the data/MC Pe e�ciency ratio (Pe > 0.9) drawn from toy
experiments in the J/ ! e+e� channel, fitted with bifurcated Gaussian PDFs to extract
the nominal correction factor for simulation with its statistical and systematic uncertain-
ties. Results for the 1.5  p < 2 GeV/c, 0.56  ✓ < 2.23 rad, inclusive charge bin are
shown.

estimated with neural networks implemented at hardware level on field-programmable435

gate arrays. Candidates are reconstructed from two oppositely charged tracks which are436

originating from the IP, with |dr| < 2.0 cm and |dz| < 5.0 cm. To suppress background437

from cosmic rays, the cosine of opening angle between the two lepton tracks is required438

to be cos✓`+`� > �0.997. Remaining hadronic and tau-pair events are removed by the439

following criteria: E⇤
vis < 6.0 GeV, |~p⇤

z+ + ~p⇤
z�| < 1.0 GeV/c, |~p⇤

T+ + ~pT�⇤ | < 0.15 GeV/c.440

The asterisk indicates variables expressed in the centre-of-mass (CMS) system. E⇤
vis is441

the sum of the energy of all reconstructed ECL clusters in the event. The stringent442

transverse momentum cut is the most e↵ective to suppress backgrounds with high signal443

e�ciency, since the transverse momentum of the two lepton tracks are balanced. The444

invariant mass M`+`� is required to be less than 3.0 GeV/c2. Other two-photon processes,445

such as e+e� ! (e+e�)⇡+⇡�, represent the main background due to the very similar446

kinematics. Fig. 12 shows the distribution of the polar angle of the positive charged track447

and negative charge track in the laboratory system. The disagreement between data and448

MC simulation is ascribed to imperfect trigger simulation in MC, but the overall impact449

on the e�ciency measurement is found to be small.450

A tag-and-probe method is used to calculate the e�ciency, with a tag selection criterion451

of Pe > 0.95 (Pµ > 0.95 and p > 0.7 GeV/c). The definition of the lepton-identification452

e�ciency in data is453

"data =
Nprobe � Nbkg

probe

Ntag � Nbkg
tag

=
Nprobe � f ·

P
i

P
j
ni,j

probe · ri · rj

Ntag � f ·
P

i
ni
tag · ri

, (20)454

where Ntag and Nprobe is the number of selected e+e� ! (e+e�)`+`� signal candidates455

in data after tag and probe selection, respectively. We note that with “Nprobe” we actu-456

ally indicate “Ntag+probe”; for brevity, this simplified notation is used henceforth in the457

document. The Nbkg
tag (probe) contribution is small and estimated from MC. The factor f is458
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(N `

tag):470

"MC =
N `

probe

N `
tag

(21)471

We have estimated two sources of systematic uncertainties. Firstly, the one arising from472

the correction factors, ri, is considered. The uncertainties on the corrections for the473

⇡(K) ! ` misidentification probability, obtained from K0
S ! ⇡+⇡� (D⇤+ ! D0[!474

K�⇡+]⇡+) events, are propagated to "data. The background from protons faking lep-475

tons is very small, therefore the impact of the uncertainty on the p ! ` misidentification476

probability is estimated by varying ri from 0.8 to 1.2, and re-calculating "data accordingly.477

Secondly, the uncertainty associated to the MC generator is considered. Since the discrep-478

ancy between data and MC simulation is observed to be up to 10%, we re-calculate "data479

scaling each background yield by a factor 0.9 and then by 1.1. The absolute di↵erence480

in yield is assigned as the systematic uncertainty. The two systematic uncertainties are481

eventually added in quadrature.482

4.3 Electron-identification: e+e� ! e+e�(�)483

A tag-and-probe method is also used to determine the electron-identification e�ciency484

using e+e� ! e+e�(�) (Bhabha) events. Events are recorded with a low multiplicity485

trigger, which requires an ECL cluster with an energy above 2 GeV in the barrel region.486

In order to minimise any bias the trigger could introduce to the identification e�ciency, the487

events are required to be triggered by the tag particle. Furthermore, all events are required488

to contain only two tracks that loosely originate from the IP by requiring |dz| < 5 cm489

and |dr| < 2 cm. The tag is also required to satisfy Pe > 0.95. To suppress background490

events with missing particles, the squared mass of the system recoiling against the initial491

state dielectron pair is required to be M2
recoil =

⇣
pe+ + pe� �

P
N=2
i=1 pi

⌘2

< 10 GeV2/c4,492

where pi indicates the four-momenta of the final state reconstructed particles. Fig. 14493

shows the momentum distribution of positive and negative charged probe tracks after the494

selection. The electron-identification e�ciency "data is computed as495

"data =
Pprobe · Nprobe

Ptag · Ntag
, (22)496

where the purity factor Ptag (probe) indicates the probability that the probe e± track can-497

didate is correctly identified as such. Purities are computed using simulated e+e� !498

`+`�(�), e+e� ! (e+e�)`+`� and e+e� ! ⌧+⌧� samples as499

Ptag (probe) =
nsig
tag (probe)

nbkg
tag (probe) + nsig

tag (probe)

, (23)500

where nsig
probe (nsig

tag) is the number of events with a correctly identified probe and nbkg
tag501

(nbkg
probe) is the number of events with a misidentified probe before (after) applying the502

identification requirement on the probe track. The e�ciency calculation in MC follows503

the same procedure as in Sec. 4.2. Two sources of systematic uncertainties are consid-504

ered. Firstly, to estimate possible bias introduced by the trigger, the e�ciency in MC is505
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Bkg subtraction (eg. 𝑒𝑒 → 𝜋𝜋𝛾, 𝐾𝐾𝛾)
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Calibration channels 2
-6" → )): for ) → ℓ fake rates. low 0 range
• Reconstruct 1+, (0.45 < ."" < 0.55 GeV) 

• Methodology is same as J/# → ℓℓ
à 8#!" by fitting to ."" distribution
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FIG. 19: The dipion invariant mass plot shows little contribution from background.

6.3.2. Pions: e+e� ! ⌧±(1P )⌧⌥(3P )

a. Selection In order to estimate mis-ID(⇡ ! `) rates, a clean sample of pions is
obtained from 3-prong ⌧ decays in e+e� ! ⌧+⌧� events where the other ⌧ decays into
one charged particle. To select the desired events only tracks for which the distance of the
point of closest approach to the interaction point in the r-' plane (dr) is less than 1 cm
and the relative distance in the z-direction (dz) is between �3 cm and 3 cm are considered.
Furthermore, three charged tracks must be in one hemisphere while only one is in the other.
The hemispheres are defined by the thrust vector t̂ obtained by maximising the thrust value

Vthrust
max
=

P
i
|~pCM

i · t̂|P
j |~pCM

j | , where ~p
CM denotes the three-momentum in the centre of mass system,

and the sum is over all reconstructed charged tracks. Additionally, the sum of all charged
tracks is required to be zero, and the track on the 1-prong side has to have an associated ECL
cluster. To further suppress the background, a vertex fit on the 3-prong side is performed.
The fit is required to converge, and a loose cut on the fit quality is applied. Furthermore,
a multivariate selection was performed in the two-dimensional plane spanned by the thrust
value and the total visible energy in the CMS.

Further selections were performed with the following variables, all in the CMS: the visible
energy, the smallest opening angle on the 3-prong side, the smallest transverse momentum of
any track on the 3-prong side, the two pion pairs’ invariant mass (selecting the ⇢0 resonance
at 770MeV), the polar angle of the missing momentum and the opening angle between the
reconstructed tau leptons. The values of the applied cuts are given in Table IV.

Finally, a loose particle ID requirement on the two same-charged tracks is applied. This
suppresses additional background, especially taupair events with ⌧ ! K�⇡+⇡� and ⌧ !

K�K+⇡�, while events that would pass this selection (such as ⌧ ! ⇡�K+⇡�) are highly
suppressed. For studying the lepton ID performance, only the remaining (opposite charged)
track is used.

This selection yields around 4.35 million signal events per 100 fb�1. The composition
of the 3-prong tracks according to particle type based on MC truth information is mostly
pions (98.12%). Muons and electrons only make up 0.29% and 0.04% respectively. The
distribution for the visible energy in the CMS and the larger invariant mass of the pion pairs
is shown in Figure 20 for data and MC.
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D∗$ → ," → -%)$ )$: for 3, 1 → ℓ fake rates
• Apply selection, eg. 5, − 5∗. mass difference 
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FIG. 22: D⇤+
! D0(! K�⇡+)⇡+ invariant mass plots without probe selection criteria

(top), with electronID> 0.9 for the kaon track (middle left), with muonID> 0.9 for the
kaon track (middle right), with electronID> 0.9 for the pion track (bottom left), and with

muonID> 0.9 for the pion track (bottom right).

b. Methodology To determine the fake rate and statistical uncertainties, a simultaneous
fit has been performed on each bin. A double Gaussian signal function with a common mean
is used to model the signal and a second order polynomial is used to model the background.
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FIG. 22: D⇤+
! D0(! K�⇡+)⇡+ invariant mass plots without probe selection criteria

(top), with electronID> 0.9 for the kaon track (middle left), with muonID> 0.9 for the
kaon track (middle right), with electronID> 0.9 for the pion track (bottom left), and with

muonID> 0.9 for the pion track (bottom right).

b. Methodology To determine the fake rate and statistical uncertainties, a simultaneous
fit has been performed on each bin. A double Gaussian signal function with a common mean
is used to model the signal and a second order polynomial is used to model the background.
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Kaon eID > 0.9

the magnitude of observed data/MC ratios. The statistical error on n is also propagated
as a systematic error. The mis-ID rate corrections r are set to a nominal value of 1 and
varied from 0.5 to 2, which corresponds to the typical magnitude of these corrections. For
e�ciencies, this ratio is set to a nominal value of 1 and varied from 0.8 to 1.2, which again
is estimated based on typical (⇡, µ, e) e�ciency ratios.

To correct a possible bias introduced by the L1 trigger, a correction is calculated based
on trigger e�ciencies directly measured on data. These e�ciencies are calculated in each
bin for both the selection without the PID cut and the selection including the PID cut.
The trigger lines used are track-based CDC triggers with an ECL trigger as a reference to
estimate the e�ciency. The total e�ciency for triggered events on the present data sample is
95%. For each correction, 2.5% are assigned as a systematic error to account for a possible
bias introduced by the reference trigger. The statistical uncertainty on the trigger correction
was also propagated as a systematic uncertainty to the final result.

Figure 21 shows the di↵erence between data and MC for the momentum and the cosine
of the polar angle for all the 3-prong tracks combined. Only events where one of the selected
triggers was active are shown, and the MC distributions are scaled according to the calculated
trigger e�ciency.

FIG. 21: The distributions of the combined sample containing all tracks on the 3-prong
side. In data, only events where the selected trigger was activated are shown, and the MC

distributions are scaled according to the calculated trigger e�ciency.

6.3.3. Pions and kaons: D⇤+
! D0(! K�⇡+)⇡+

a. Selection Candidates were selected from events passing the hlt hadron skim. Two
charged tracks required to originate from the interaction point, with |dz| < 4 cm, |dr| < 2 cm.
A D0 meson is reconstructed with two opposite charged particle with kaon and pion mass
hypothesis. Another charged particle (slow pion) is added to reconstruct a D⇤+ meson.
Slow pions(⇡+) can be used to tag D0, which is finally used to identify K and ⇡+. The
momentum of the D⇤+ in the CMS frame (pD⇤+)is required to be > 2.5GeV/c to select the
D⇤+ originating from the e+e� ! cc continuum process. A mass window on the D0

�D⇤+

mass di↵erence |�M � 0.1453| < 1.5MeV/c2 is required. We measure the mis-identification
probability aka fake rate of pions and kaons based on global and binary likelihood criteria.
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!! → . 10 .(30) for 3 → ℓ fake rates
• 98% of 3prong tracks: pions

introduction

• we use the process ee ! ⌧1p⌧3p to study ⇡ ! µ
and ⇡ ! e fake rates

• 98% of the 3-prong tracks are expected to be pions

3-prong decays

release-05:
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b19, b20 (62.8 fb�1)

• MC: MC14ri a (generic + lowmulti)

release-04:

• data: proc11, b9, b10, b11, b13, b14, b15
(62.8 fb�1)

• MC: MC13a (generic + lowmulti)
2
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𝑲𝑺 → 𝝅𝝅 channel
Inclusively reconstructed KV → 𝜋𝜋 candidates are used
• Two tracks as originating from the IP
• 0.45 < 𝑀3536 < 0.55 GeV/𝑐&

• Perform a vertex fit 
à High signal purity (99.4%) of this channel

à No need a tag selection

Coverage: low momentum

Misidentification rate: cut-and-count approach
• Compare 𝑁2# yields with and without ℓID cut

A vertex fit using the KFit algorithm is performed, retaining all K0
S ! ⇡+⇡� candidates560

with a successful fit. After the fit, the cosine of the angle between the K0
S momentum561

vector and the decay vertex position vector is required to be cos(✓(~pK0
S
, ~VK0

S
)) > 0.998, to562

suppress combinatorial background.563

The measurement of the misidentification probability and its uncertainties for this
process follows the method outlined for J/ ! e+e� and J/ ! µ+µ�, but the high
signal purity (99.4%) of this channel allows the extraction of a well-defined signal peak
without the need for a tag selection. The misidentification probabilities measured from a
cut-and-count approach were compared to those measured using fits in both data and MC,
and the di↵erence due to the presence of any background was found to be negligible. The
two-pion invariant mass distribution for the K0

S ! ⇡+⇡� signal component is modelled by
a triple Gaussian function, and the background is modelled by a second-order Chebychev
polynomial:

PDF =Nsig

⇥
a ⇥ Gauss(µ, w�1) + b ⇥ Gauss(µ, w�2) + (1 � a � b) ⇥ Gauss(µ, w�3)

⇤

+ NbkgCheby(c1, c2). (24)

A plot of the fitted M⇡+⇡� is shown in Fig. 16, with a yield of (8.282± 0.003)⇥ 106 signal564

candidates and little contribution from the combinatorial background. The mean of the565

signal PDF obtained from the fit procedure is measured to be 498MeV/c2, with negligi-566

ble uncertainty. The mass resolution, calculated using the central 68.3% of the signal,567

is 5MeV/c2. Note that due to the prescaling of these events, the displayed integrated568

luminosity is lower than elsewhere in this paper.
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Figure 16: The M⇡+⇡� invariant mass plot is shown with the signal component in orange
and the (very small) combinatorial background component in grey.

569

4.6 Pion-lepton misidentification: e+e� ! ⌧±[1P ]⌧⌥[3P ]570

A clean sample of pions to measure pion misidentification probability can also be obtained571

from ⌧ decays to three charged particles (three-prong, 3P ) in e+e� ! ⌧+⌧� events where572

the other ⌧ decays into one charged particle (one-prong, 1P ). To select the desired573

24

Methodology is similar as J/𝜓 → ℓℓ
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𝒆𝒆 → 𝝉(𝟏𝒑)𝝉(𝟑𝒑) channel

4

Calibration channels 2
-6" → )): for ) → ℓ fake rates. low 0 range
• Reconstruct 1+, (0.45 < ."" < 0.55 GeV) 

• Methodology is same as J/# → ℓℓ
à 8#!" by fitting to ."" distribution
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FIG. 19: The dipion invariant mass plot shows little contribution from background.

6.3.2. Pions: e+e� ! ⌧±(1P )⌧⌥(3P )

a. Selection In order to estimate mis-ID(⇡ ! `) rates, a clean sample of pions is
obtained from 3-prong ⌧ decays in e+e� ! ⌧+⌧� events where the other ⌧ decays into
one charged particle. To select the desired events only tracks for which the distance of the
point of closest approach to the interaction point in the r-' plane (dr) is less than 1 cm
and the relative distance in the z-direction (dz) is between �3 cm and 3 cm are considered.
Furthermore, three charged tracks must be in one hemisphere while only one is in the other.
The hemispheres are defined by the thrust vector t̂ obtained by maximising the thrust value

Vthrust
max
=

P
i
|~pCM

i · t̂|P
j |~pCM

j | , where ~p
CM denotes the three-momentum in the centre of mass system,

and the sum is over all reconstructed charged tracks. Additionally, the sum of all charged
tracks is required to be zero, and the track on the 1-prong side has to have an associated ECL
cluster. To further suppress the background, a vertex fit on the 3-prong side is performed.
The fit is required to converge, and a loose cut on the fit quality is applied. Furthermore,
a multivariate selection was performed in the two-dimensional plane spanned by the thrust
value and the total visible energy in the CMS.

Further selections were performed with the following variables, all in the CMS: the visible
energy, the smallest opening angle on the 3-prong side, the smallest transverse momentum of
any track on the 3-prong side, the two pion pairs’ invariant mass (selecting the ⇢0 resonance
at 770MeV), the polar angle of the missing momentum and the opening angle between the
reconstructed tau leptons. The values of the applied cuts are given in Table IV.

Finally, a loose particle ID requirement on the two same-charged tracks is applied. This
suppresses additional background, especially taupair events with ⌧ ! K�⇡+⇡� and ⌧ !

K�K+⇡�, while events that would pass this selection (such as ⌧ ! ⇡�K+⇡�) are highly
suppressed. For studying the lepton ID performance, only the remaining (opposite charged)
track is used.

This selection yields around 4.35 million signal events per 100 fb�1. The composition
of the 3-prong tracks according to particle type based on MC truth information is mostly
pions (98.12%). Muons and electrons only make up 0.29% and 0.04% respectively. The
distribution for the visible energy in the CMS and the larger invariant mass of the pion pairs
is shown in Figure 20 for data and MC.
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D∗$ → ," → -%)$ )$: for 3, 1 → ℓ fake rates
• Apply selection, eg. 5, − 5∗. mass difference 
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FIG. 22: D⇤+
! D0(! K�⇡+)⇡+ invariant mass plots without probe selection criteria

(top), with electronID> 0.9 for the kaon track (middle left), with muonID> 0.9 for the
kaon track (middle right), with electronID> 0.9 for the pion track (bottom left), and with

muonID> 0.9 for the pion track (bottom right).

b. Methodology To determine the fake rate and statistical uncertainties, a simultaneous
fit has been performed on each bin. A double Gaussian signal function with a common mean
is used to model the signal and a second order polynomial is used to model the background.
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FIG. 22: D⇤+
! D0(! K�⇡+)⇡+ invariant mass plots without probe selection criteria

(top), with electronID> 0.9 for the kaon track (middle left), with muonID> 0.9 for the
kaon track (middle right), with electronID> 0.9 for the pion track (bottom left), and with

muonID> 0.9 for the pion track (bottom right).

b. Methodology To determine the fake rate and statistical uncertainties, a simultaneous
fit has been performed on each bin. A double Gaussian signal function with a common mean
is used to model the signal and a second order polynomial is used to model the background.
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Kaon eID > 0.9

the magnitude of observed data/MC ratios. The statistical error on n is also propagated
as a systematic error. The mis-ID rate corrections r are set to a nominal value of 1 and
varied from 0.5 to 2, which corresponds to the typical magnitude of these corrections. For
e�ciencies, this ratio is set to a nominal value of 1 and varied from 0.8 to 1.2, which again
is estimated based on typical (⇡, µ, e) e�ciency ratios.

To correct a possible bias introduced by the L1 trigger, a correction is calculated based
on trigger e�ciencies directly measured on data. These e�ciencies are calculated in each
bin for both the selection without the PID cut and the selection including the PID cut.
The trigger lines used are track-based CDC triggers with an ECL trigger as a reference to
estimate the e�ciency. The total e�ciency for triggered events on the present data sample is
95%. For each correction, 2.5% are assigned as a systematic error to account for a possible
bias introduced by the reference trigger. The statistical uncertainty on the trigger correction
was also propagated as a systematic uncertainty to the final result.

Figure 21 shows the di↵erence between data and MC for the momentum and the cosine
of the polar angle for all the 3-prong tracks combined. Only events where one of the selected
triggers was active are shown, and the MC distributions are scaled according to the calculated
trigger e�ciency.

FIG. 21: The distributions of the combined sample containing all tracks on the 3-prong
side. In data, only events where the selected trigger was activated are shown, and the MC

distributions are scaled according to the calculated trigger e�ciency.

6.3.3. Pions and kaons: D⇤+
! D0(! K�⇡+)⇡+

a. Selection Candidates were selected from events passing the hlt hadron skim. Two
charged tracks required to originate from the interaction point, with |dz| < 4 cm, |dr| < 2 cm.
A D0 meson is reconstructed with two opposite charged particle with kaon and pion mass
hypothesis. Another charged particle (slow pion) is added to reconstruct a D⇤+ meson.
Slow pions(⇡+) can be used to tag D0, which is finally used to identify K and ⇡+. The
momentum of the D⇤+ in the CMS frame (pD⇤+)is required to be > 2.5GeV/c to select the
D⇤+ originating from the e+e� ! cc continuum process. A mass window on the D0

�D⇤+

mass di↵erence |�M � 0.1453| < 1.5MeV/c2 is required. We measure the mis-identification
probability aka fake rate of pions and kaons based on global and binary likelihood criteria.
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!! → . 10 .(30) for 3 → ℓ fake rates
• 98% of 3prong tracks: pions

introduction

• we use the process ee ! ⌧1p⌧3p to study ⇡ ! µ
and ⇡ ! e fake rates

• 98% of the 3-prong tracks are expected to be pions

3-prong decays

release-05:

• data: proc12 (chunk 1), b16 (a), b17, b18,
b19, b20 (62.8 fb�1)

• MC: MC14ri a (generic + lowmulti)

release-04:

• data: proc11, b9, b10, b11, b13, b14, b15
(62.8 fb�1)

• MC: MC13a (generic + lowmulti)
2

the magnitude of observed data/MC ratios. The statistical error on n is also propagated
as a systematic error. The mis-ID rate corrections r are set to a nominal value of 1 and
varied from 0.5 to 2, which corresponds to the typical magnitude of these corrections. For
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The trigger lines used are track-based CDC triggers with an ECL trigger as a reference to
estimate the e�ciency. The total e�ciency for triggered events on the present data sample is
95%. For each correction, 2.5% are assigned as a systematic error to account for a possible
bias introduced by the reference trigger. The statistical uncertainty on the trigger correction
was also propagated as a systematic uncertainty to the final result.

Figure 21 shows the di↵erence between data and MC for the momentum and the cosine
of the polar angle for all the 3-prong tracks combined. Only events where one of the selected
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charged tracks required to originate from the interaction point, with |dz| < 4 cm, |dr| < 2 cm.
A D0 meson is reconstructed with two opposite charged particle with kaon and pion mass
hypothesis. Another charged particle (slow pion) is added to reconstruct a D⇤+ meson.
Slow pions(⇡+) can be used to tag D0, which is finally used to identify K and ⇡+. The
momentum of the D⇤+ in the CMS frame (pD⇤+)is required to be > 2.5GeV/c to select the
D⇤+ originating from the e+e� ! cc continuum process. A mass window on the D0
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A clean sample of pions to measure pion misidentification probability
• 𝜏 → 𝜋𝜋𝜋𝜈 (3-prong) and 𝜏 → ℓ𝜈𝜈 (1-prong)

• 98% of 3-prong tracks: pions (High purity)
Event selection
• Take 1+3 charged track events
• Suppress backgrounds: Thrust, visible energy..
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Figure 11: Distribution of the data/MC Pe e�ciency ratio (Pe > 0.9) drawn from toy
experiments in the J/ ! e+e� channel, fitted with bifurcated Gaussian PDFs to extract
the nominal correction factor for simulation with its statistical and systematic uncertain-
ties. Results for the 1.5  p < 2 GeV/c, 0.56  ✓ < 2.23 rad, inclusive charge bin are
shown.

estimated with neural networks implemented at hardware level on field-programmable435

gate arrays. Candidates are reconstructed from two oppositely charged tracks which are436

originating from the IP, with |dr| < 2.0 cm and |dz| < 5.0 cm. To suppress background437

from cosmic rays, the cosine of opening angle between the two lepton tracks is required438

to be cos✓`+`� > �0.997. Remaining hadronic and tau-pair events are removed by the439

following criteria: E⇤
vis < 6.0 GeV, |~p⇤

z+ + ~p⇤
z�| < 1.0 GeV/c, |~p⇤

T+ + ~pT�⇤ | < 0.15 GeV/c.440

The asterisk indicates variables expressed in the centre-of-mass (CMS) system. E⇤
vis is441

the sum of the energy of all reconstructed ECL clusters in the event. The stringent442

transverse momentum cut is the most e↵ective to suppress backgrounds with high signal443

e�ciency, since the transverse momentum of the two lepton tracks are balanced. The444

invariant mass M`+`� is required to be less than 3.0 GeV/c2. Other two-photon processes,445

such as e+e� ! (e+e�)⇡+⇡�, represent the main background due to the very similar446

kinematics. Fig. 12 shows the distribution of the polar angle of the positive charged track447

and negative charge track in the laboratory system. The disagreement between data and448

MC simulation is ascribed to imperfect trigger simulation in MC, but the overall impact449

on the e�ciency measurement is found to be small.450

A tag-and-probe method is used to calculate the e�ciency, with a tag selection criterion451

of Pe > 0.95 (Pµ > 0.95 and p > 0.7 GeV/c). The definition of the lepton-identification452

e�ciency in data is453

"data =
Nprobe � Nbkg

probe

Ntag � Nbkg
tag

=
Nprobe � f ·

P
i

P
j
ni,j

probe · ri · rj

Ntag � f ·
P

i
ni
tag · ri

, (20)454

where Ntag and Nprobe is the number of selected e+e� ! (e+e�)`+`� signal candidates455

in data after tag and probe selection, respectively. We note that with “Nprobe” we actu-456

ally indicate “Ntag+probe”; for brevity, this simplified notation is used henceforth in the457

document. The Nbkg
tag (probe) contribution is small and estimated from MC. The factor f is458
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(N `

tag):470

"MC =
N `

probe

N `
tag

(21)471

We have estimated two sources of systematic uncertainties. Firstly, the one arising from472

the correction factors, ri, is considered. The uncertainties on the corrections for the473

⇡(K) ! ` misidentification probability, obtained from K0
S ! ⇡+⇡� (D⇤+ ! D0[!474

K�⇡+]⇡+) events, are propagated to "data. The background from protons faking lep-475

tons is very small, therefore the impact of the uncertainty on the p ! ` misidentification476

probability is estimated by varying ri from 0.8 to 1.2, and re-calculating "data accordingly.477

Secondly, the uncertainty associated to the MC generator is considered. Since the discrep-478

ancy between data and MC simulation is observed to be up to 10%, we re-calculate "data479

scaling each background yield by a factor 0.9 and then by 1.1. The absolute di↵erence480

in yield is assigned as the systematic uncertainty. The two systematic uncertainties are481

eventually added in quadrature.482

4.3 Electron-identification: e+e� ! e+e�(�)483

A tag-and-probe method is also used to determine the electron-identification e�ciency484

using e+e� ! e+e�(�) (Bhabha) events. Events are recorded with a low multiplicity485

trigger, which requires an ECL cluster with an energy above 2 GeV in the barrel region.486

In order to minimise any bias the trigger could introduce to the identification e�ciency, the487

events are required to be triggered by the tag particle. Furthermore, all events are required488

to contain only two tracks that loosely originate from the IP by requiring |dz| < 5 cm489

and |dr| < 2 cm. The tag is also required to satisfy Pe > 0.95. To suppress background490

events with missing particles, the squared mass of the system recoiling against the initial491

state dielectron pair is required to be M2
recoil =

⇣
pe+ + pe� �

P
N=2
i=1 pi

⌘2

< 10 GeV2/c4,492

where pi indicates the four-momenta of the final state reconstructed particles. Fig. 14493

shows the momentum distribution of positive and negative charged probe tracks after the494

selection. The electron-identification e�ciency "data is computed as495

"data =
Pprobe · Nprobe

Ptag · Ntag
, (22)496

where the purity factor Ptag (probe) indicates the probability that the probe e± track can-497

didate is correctly identified as such. Purities are computed using simulated e+e� !498

`+`�(�), e+e� ! (e+e�)`+`� and e+e� ! ⌧+⌧� samples as499

Ptag (probe) =
nsig
tag (probe)

nbkg
tag (probe) + nsig

tag (probe)

, (23)500

where nsig
probe (nsig

tag) is the number of events with a correctly identified probe and nbkg
tag501

(nbkg
probe) is the number of events with a misidentified probe before (after) applying the502

identification requirement on the probe track. The e�ciency calculation in MC follows503

the same procedure as in Sec. 4.2. Two sources of systematic uncertainties are consid-504

ered. Firstly, to estimate possible bias introduced by the trigger, the e�ciency in MC is505

21

Bkg subtraction
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𝑫∗* → 𝑫𝟎 → 𝑲,𝝅* 𝝅* channel
• Measure kaon-to-lepton misidentification probabilities
• 𝐷∗0 mesons are produced in 𝑒0𝑒1 → 𝑐 ̅𝑐 continuum events

• Use all the data (on- and off-resonance data)

background PDF parameters are also left free to float. Fig. 19 shows an example of the647

MD0 invariant mass fit results for negatively-charged kaons misidentified as electrons or648

muons, in the inclusive (p, ✓) phase space. When no probe cuts are applied, the fit yields649

(1.174 ± 0.001) ⇥ 106 signal candidates. The mean is found to be 1.865 GeV/c2, with650

negligible uncertainty, and the measured D0 mass resolution, estimated as in the J/ and651

K0
S
channels, is 7 MeV/c2. Systematic e↵ects on the kaon misidentification probability
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Figure 19: Fit to the MD0 distribution in the D⇤+ ! D0[! K�⇡+]⇡+ channel without
any probe selection criteria (top), with Pe > 0.9 for the kaon track (bottom left) and with
Pµ > 0.9 for the kaon track (bottom right).

652

are calculated by varying the fixed PDF parameters, the mean and signal PDF fractions,653

within their statistical uncertainties. All the uncertainties are added in quadrature in654

each bin.655

5 Results656

To summarise the lepton-identification performance results in the collision dataset, we657

define a benchmark selection on the discriminating variable of interest, tuned with MC658

to target a uniform lepton-identification e�ciency of 95% over the analysed phase space,659

with the binning granularity defined in Tab. 2. In each bin, the threshold on the LID660

28

𝑒ID > 0.9
for the kaon track

𝜇ID > 0.9
for the kaon track
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Results: electron ID

(a) e+, likelihood-based LID. (b) e+, BDT-based LID.

(c) e�, likelihood-based LID. (d) e�, BDT-based LID.

Figure 20: Electron-identification performance in data: e�ciencies and pion-, kaon-
misidentification probabilities from the various channels as a function of p in the ECL
barrel region. Results for the likelihood-based LID are on the left, for the BDT-based
LID are on the right. The top row shows results for positively charged candidates, the
bottom row for negatively charged ones. The selection criterion on the respective LID
variable is tuned with MC to target 95% identification e�ciency, uniform across bins.

deviation is assumed to be linear in x̂ in the vicinity of the minimum:693

logL(x̂) = �1

2

X

i

✓
x̂ � xi

�i(x̂)

◆2

, �i(x̂) = � + �0(xi � x̂). (30)694

We also assume individual measurements are statistically independent, and systematic695

uncertainties in each bin where the combination is performed are considered independent696

across channels given that they are specific to each analysis, and are thus summed in697

quadrature.698

With the momentum and polar angle binning as in Tab. 2, whenever at least two chan-699

nels provide a measurement in a (p, ✓, q) bin, they are combined. If any measurement in700

a bin is not consistent within 3� with the result of the combination, we assign an extra701

systematic uncertainty as the di↵erence between the central value of the combination to702

the minimum (maximum) central values among individual methods in each bin. This703

uncertainty typically represents the largest per-bin systematic, and can be very asymmet-704

ric. A complete understanding of the cause for these biases has not been reached yet.705

However, a preliminary study in Sec. A.2 of the Appendix for the e+e� ! ⌧±[1P ]⌧⌥[3P ]706

30

Fake rate at 95% eff Fake rate at 95% eff

Fake rate at 95% eff

Fake rate at 95% eff
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Results: muon ID

(a) µ+, likelihood-based LID. (b) µ+, BDT-based LID.

(c) µ�, likelihood-based LID. (d) µ�, BDT-based LID.

Figure 21: Muon-identification performance in data: e�ciencies and pion-, kaon-
misidentification probabilities from the various channels as a function of p in the KLM
barrel region. Results for the likelihood-based LID are on the left, for the BDT-based
LID are on the right. The top row shows results for positively charged candidates, the
bottom row for negatively charged ones. The selection criterion on the respective LID
variable is tuned in MC to achieve 95% identification e�ciency, uniform across bins.

event topology suggests it may be related to a dependence of the LID rates on the local707

detector environment nearby the particle candidates.708

5.2.1 Combination of lepton-identification e�ciency channels.709

Using the BDT-based lepton ID as benchmark, the combined e�ciency corrections as a710

function of p for e� (µ�) are presented in Fig. 22 (results for e+, µ+ are shown in Fig. 35,711

Appendix A.3). We choose again the uniform 95% e�ciency selection as our reference,712

and for conciseness, we display only results integrated over the barrel region. Overall, the713

agreement between data and MC is very good and stable across the analysed phase space,714

with deviations from unity that are typically within 5%. The size of the relative total715

uncertainty in the barrel bins is in most cases of the order of 1%. In the very forward716

and backward regions, we find that the size of the uncertainty grows to the order of 10%717

in several bins, with the largest uncertainties found at very low momentum, a region718

su↵ering from limited sample size.719
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Combination: electron ID

• Similar corrections in three calibration channels à High reliability
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Combination: muonID

• Similar corrections in three calibration channels à High reliability
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Combination: electron ID

• Calculate corrections and uncertainties in bins of (𝑝, 𝜃, 𝑞)
• Comparable to or better than those at Belle2023/11/2
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Combination: muonID

• Calculate corrections and uncertainties in bins of (𝑝, 𝜃, 𝑞)
• Comparable to or better than those at Belle2023/11/2
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PID recommendation
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Some LID topics to keep in mind 
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(1) LID vs beam background
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Belle II
0.5 GeV/c < p < 1.0 GeV/c

2020 summer run

2021 summer run

2022 summer run

electronID > 0.9, Q=-1

Expect larger beam background as the peak luminosity increases
à We cannot avoid such a degradation for the LID variables.

Beam bkg gives an impact on detectors
• CDC: gain drop (dE/dx)
• ECL: pedestal shift
• KLM: multi-strip-hit?

Observe a degradation of LID efficiency due to beam background
• 5-10% degradation of 𝑒ID efficiency
• 10-15% degradation of 𝑒ID efficiency

BDT-base 𝒆ID
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(1) Beam injection
𝑒ID efficiency in 𝑒𝑒 → 𝑒𝑒𝑒𝑒 channel
• 0.4 < 𝑝 < 0.5 GeV/c, ECL barrel (𝜃 ∈ [0.56,2.23])
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• Large efficiency drop due to the degradation of dE/dx info.
• CDC likelihood is affected by the injection backgrounds

• BDT-base 𝒆ID is more robust against the injection backgrounds
à Utilize ECL information in BDT-base 𝑒ID

0 ~10 ms 0 ~10 ms

(The effect of ECL variables is not large) 

Drop of up to ~40% 

Drop of up to ~20% 
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(1) 𝝅 → 𝒆 fake: beam injection
𝜋 → 𝑒 fake ratio in 𝑒𝑒 → 𝜏𝜏 channel (𝜏 → 𝜋𝜋𝜋𝜈 decay)

𝒑 ∈ 𝟎. 𝟐, 𝟏. 𝟓 𝐆𝐞𝐕, 𝜽 ∈ [𝟎. 𝟓𝟔, 𝟐. 𝟐𝟑]

BDT-base 𝒆ID

𝒑 ∈ 𝟏. 𝟓, 𝟓. 𝟎 𝐆𝐞𝐕, 𝜽 ∈ [𝟎. 𝟓𝟔, 𝟐. 𝟐𝟑]

BDT-base 𝒆ID
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Jitendra Kumar, CMU, Pittsburgh                        ➤ CDC dE/dx performance in proc10                            Feb 4 2020                                       S 5

nCDCHits <= 20 nCDCHits > 20

nCDCHits <= 20 nCDCHits > 20nCDCHits > 0

nCDCHits > 0

Proc10

+ 10.85% + 7.35% + 3.47%
cos! > -0.85 &&  
cos! < 0.95 

cos! < -0.85 ||  
cos! > 0.95 

release/410

dE/dx band plots (dE/dx vs p) 
 Tracks from IP and min 1 CDCHits  

 Electron based re-calibration done to encounter major changes from rel4 side.

 hlt_hadron and 9 random runs (1937, 2432, 2062, 2750, 2084, 2802, 2162, 2940, 2253)

e

μ,π
K

p
d

p [GeV/c]

dE
/d

x

by J. Kumar

• 2019 spring run data

good separation is seen 

43

• Small fake ratio ~10 ms after injections 
• Observe the shift to lower values of dE/dx
à Pions are more unlikely to fake electrons 
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(2) 𝝁ID effect due to KLM BB2
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𝝁ID efficiency with 𝒆𝒆 → 𝒆𝒆𝝁𝝁 (𝟎. 𝟕 < 𝒑 < 𝟏. 𝟎 GeV/c)

KLM BB2 issue
• Efficiency drop from e18
• Observed in only BB2

• BB2: −22.5° < 𝜙456 < 22.5°

2023/2/1 3

BB2 layer
BB2 layer: −22.5° < ' < 22.5°
• !: Barrel region !

Use helixExtPhi to probe a track associated with KLM

• Follow the parameters used in track isolation [Link]
• KLM r = 202.0 cm, z fwd = 283.9 cm, z bwd =  -189.9 cm

5 ~10% degradation of data efficiency in the only BB2 region

Data 364 fb-1

MC15ri
Data 364 fb-1

MC15ri

BB2 issue BB2 issue

𝜙'(): Use helixExtPhi to probe a track associated with KLM 

https://software.belle2.org/sphinx/light-2212-foldex/analysis/doc/Variables.html?highlight=helixexttheta
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(Almost) no impact on 𝝁ID efficiency at 𝒑 > 𝟏. 𝟓 GeV/c

(2) Effect in high 𝒑 region

𝟏. 𝟎 < 𝒑 < 𝟏. 𝟓 GeV/c 𝟏. 𝟓 < 𝒑 < 𝟐. 𝟎 GeV/c
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(3) Event multiplicity
Track isolation study
• PID effect due to particles in the vicinity of a candidate track
à Compute the distance from the nearest particle

• Define “isolation score” based on the distances
à Already implemented in basf2

(at cylindrical surfaces)

7

, ID > 0.9 efficiency iso/no-isoJ/ψ → μ+μ− μ

• We use  as threshold for non-isolated vs. isolated muons.I = 0.99

• Most muon candidates are well isolated, but LID is strongly affected by nearby activity.Slightly improve the discrepancy b.t.w high- and low-multiplicity samples
5

Dthresh
det

• Define a continuous score, that better captures tracks that are somewhat in-between isolation-wise.  

New track isolation score definition (for light-2302-genetta?)

Low isolation score
High isolation score
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(4) PID with Convolutional NN
Exploit the specific patterns in the ECL crystals 
• Utilize the spatial distribution of energy deposition in the ECL

ECL-image: 𝑁×𝑁 neighboring crystals

IDℓA. Novosel

ECL image-based classification using Convolutional Neural Network

11

Improve the identification of low-momentum charged 
particles by exploiting the specific patterns in the 
spatial distribution of energy deposition in the ECL 
crystals using Convolutional Neural Network 
(CNN). 
ECL-image: NxN neighbouring crystals around the entry point of the extrapolated track 
into the ECL.

pixel intensity
= 

energy deposited in the 
corresponding ECL 

crystal.

Image production does not depend on cluster reconstruction or 
track-cluster matching.

Examples of images for different particle species.

μ p eKπTraining sample
• Particle-gun ( 𝜋, 𝑒, 𝜇, 𝐾, 𝑝 )

ID - ECL image-based classification using Convolutional Neural Networkℓ

Results: Analysis level BDT vs. CNN

14

 fake rate improves 
significantly at low momentum 
(factor of 2).

π → μ

An order of magnitude reduced 
 fake rates at low 

momenta. 
π → e

Pion rejection at fixed electron (muon) efficiency at 90%.

A. Novosel

ID - ECL image-based classification using Convolutional Neural Networkℓ

Results: Analysis level BDT vs. CNN

14

 fake rate improves 
significantly at low momentum 
(factor of 2).

π → μ

An order of magnitude reduced 
 fake rates at low 

momenta. 
π → e

Pion rejection at fixed electron (muon) efficiency at 90%.

A. Novosel

𝜋 → 𝑒, 𝜇 fake rate improves at low momentum 

𝑒 eff at 90%
𝜇 eff at 90%

MC only study

Utilize ECL information for low momentumJ

Anja Novosel’s study
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Summary
Lepton ID is an important item for several analysis
Lepton ID performance
• Identify “electron” and “muon” by exploiting all the detectors!
• Utilize Machine Learning technique to improve the performance
Lepton ID calibration
• Provide efficiency/fake rate corrections in bins of (𝑝, 𝜃, 𝑞)

• A better data/MC agreement applying corrections in several analysis
Lepton ID development
• Many topics (eg. ML-based PID) are ongoing!

Sorry, there are many topics I couldn’t cover
Please let me (+Ale, Stefan) know if you have questions

BTW, this is my last presentation as PID convener.
Thank you very much for your cooperation!

ありがとうございました!
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Backup
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December 12th 2022 3

The cause

● Due to a problem in uploading the needed payloads, for the electron hypothesis, 

the SVD likelihood is defined only up to 2 GeV in the MC (up to ~4.5 GeV in 

the data);

● All the other particle hypotheses (with the exception of the deuteron) are 

correctly implemented up to p > 5 GeV/c.

p [GeV/c] p [GeV/c]

X. Simo’, S. Wallner, talk at the PID meeting of Dec 7th
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SVD likelihood issue
Event selection

Signal: ⌧ -pair decaying in 3⇥1�prong

(3 pions, 1 electron)

Samples:

N4: 4 tracks : 3 pions and 1 electron

N5: 5 tracks : 3 pions, 1 electron and 1 additional track (probe)

LID selection:

Ntuple production: lep tag electronID noTOP > 0.5 ( noTOP:

recommendation for release 6)

no LID corrections applied

O✏ine selection: lep tag electronID noTOP > 0.9

Last presentation on fake rates: https:
//indico.belle2.org/event/6589/contributions/34411/attachments/16107/24070/Fake_tracks_rate-2022.04.07.pdf
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Data-MC comparison: run-independent

lep tag electronID noTOP> 0.5 lep tag electronID noTOP> 0.9
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electronID_noTOP > 0.9

• 𝒑 > 𝟐. 𝟎 GeV/c: Distortion in the MC simulation 
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electronID_noSVD_noTOP > 0.9

Problem in uploading the payloads for electron hypothesis 
• The SVD likelihood is defined only up to 2 GeV/c in the MC

(other particle hypotheses: up to ~ 5 GeV/c)

MC15 Data
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SVD likelihood
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Problem is on SVD likelihood for & > 2 GeV/c
• MC15ri: binary SVD Likelihood ratio () *+ ,)
à (Wrongly) Good SVD information to reject pion tracks 

It can explain distortion of "! distribution and small MC fake ratio

Wrongly good 𝜋/𝑒
separation in MC

Data
MC

ℒ$
ℒ$%ℒ%

C.Lemettais, S.Xavior, A.Gaz

𝑝 𝜋 > 2.0 GeV/c
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PID effect due to SVD likelihood
𝑝` =

ℒ!
ℒ!aℒ"aℒ#aℒ$aℒ%aℒ&

Electron ID
• Biggest effects are expected
à Exclude SVD (and TOP) info

Hadron ID
• Problem appears at the denominator
à Small effects are expected, so keep SVD info

𝑝b =
ℒ#

ℒ!aℒ"aℒ#aℒ$aℒ%aℒ&
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ElectronID_noSVD_noTOP
Justin checked electronID_noSVD_noTOP using ee → **+
• FixedThreshold > 0.95, ECL barrel region

Significant impact on eID efficiency by SVD information 
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Small effects are expected

MC15ri

real p’s selected 
with MCTruth

𝑒𝑒 → 𝑒𝑒𝛾 channel 𝐷∗ channel

Low eff. 

Discussion with SVD experts is ongoing 

※ small effect for muon ID, but we exclude SVD info (to be consistent with eID)
A.GazJ.Skorupa

This problem affects only the MC


