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Introduction
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The Belle II calorimeter — ECL
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3 Belle II Detector

3. Belle II Detector

Section author(s): B. Fulsom, P. Krǐzan, P. Urquijo, C. H. Li

3.1. Introduction

The tool for discoveries at the new generation (super) B-factory will be the Belle II detector

(Fig. 3). While the new detector clearly fits the same shell as its predecessor, the super-
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Fig. 3: Belle II top view.

conducting soleniod magnet with the iron return yoke, all components are either new or

considerably upgraded [6].

Compared to Belle, the Belle II detector will be taking data at an accelerator with a 40

times higher luminosity, and thus has to be able to operate at 40 times higher event rates, as

well as with backgrounds rates higher by a factor of 10 to 20 [6]. To maintain the excellent

performance of the spectrometer, the critical issue will be to mitigate the e↵ects of higher

background levels, which lead to an increase in occupancy and radiation damage, as well as

to fake hits and pile-up noise in the electromagnetic calorimeter, and to neutron induced hits

in the muon detection system. Higher event rates also require modifications to the trigger

scheme, data acquisition system and computing with respect to the precursor experiment.

The trigger and DAQ have also been adapted to support a broader low-multiplicity (dark

sector) physics analysis program. In addition, improved hadron identification is needed, and

a hermeticity at least as good as in the original Belle detector is required.

The requirements for a B factory detector can be summarised as follows. The apparatus

should meet the following criteria:

37/688

Belle II physics book 1808.10567
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• 8736 crystals, CsI(Tl) “Thallium-doped cesium iodide” 

• 30 cm long, roughly 5.5 cm × 5.5 cm across
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• Question: why do we tilt the crystals? 

• Are there disadvantages to doing this? 
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Some CsI properties

• Radiation length X0 = 1.86 cm (our crystals = 16 X0); 
  - characteristic distance for electromagnetic interactions 

• Molière radius = 3.53 cm (our crystals ~1.5× this); 
  - transverse size of an electromagnetic shower 

• Hadronic interaction length for pions = 44 cm 
  - about 50% chance of a charged pion undergoing a 
hadronic interaction in the ECL. 
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Photon interaction

• The fraction of photons that do not interact (pair convert) 
in X cm of material is . 

• For the ECL,   cm,  cm, .  
  ⇒  

• Question: what fraction of photons do not leave a 
detectable signal in the ECL?
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9
X
X0 = 4 × 10−6
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Photon interaction

• The fraction of photons that do not interact (pair convert) 
in X cm of material is . 

• For the ECL,   cm,  cm, . 
  ⇒  

• Question: what fraction of photons fail to leave a 
detectable signal in the ECL? 

• Ans: about 0.2%.  
  - endcap barrel gaps, 90° mechanical structure, crystal 
wrapping, mechanical structure in φ… 

e− 7
9

X
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X = 30 X0 = 1.86 X/X0 = 16.1
e− 7

9
X
X0 = 4 × 10−6
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Crystals
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Issue: ECL endcaps

• The endcaps are more complicated: 

• projective gaps; 

• more mechanical structure; 

• wide range of crystal shapes,  
sizes, and geometries; 

• higher beam background.
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• When I talk about complications later, it is safe to 
assume that the endcaps are always worse. 
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Signals from individual crystals
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Signal formation
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Energy depositions excite metastable states 
that emit scintillation light.  

Thallium doping shifts light from UV to visible, 
and increases characteristic time to ~1μs.  

Two photodiodes with preamps convert the 
light into electrical signals.  

Barrel crystals are not accessible — need 
redundancy 

100% of ECL crystals are functional Hitomi Ikeda PhD dissertation (1999)
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Savino Longo (longos@uvic.ca) ICHEP 2018

The Belle II Calorimeter
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• The Belle II calorimeter uses 8736 CsI(Tl) unique scintillation crystals. 

• Calorimeter electronics upgrade from Belle to Belle II enable online digitization (18 bit @ 
1.76 MHz) and waveform analysis. 

• Online fitting algorithm uses photon template fit to measure time and energy. 

• To allow for PSD, all waveforms with online energy greater than 30 MeV are saved for 
offline shape analysis.

Preamp signals are summed in the 
ShaperDSP board, then split.

Half goes to level 1 trigger. 
Fast shaping electronics is a 
tradeoff of resolution for speed

Signal for offline reconstruction 
uses a longer shaping time

V. Aulchenko, A. Bobrov, B.G. Cheon et al. Nuclear Inst. and Methods in Physics Research, A 1030 (2022) 166468

Fig. 2. Ideal waveform fitted in the ShaperDSP (left) and typical waveform from the data (right).

where index i is an ADC point number, while k is a grid point number
for a tabulated function.

Coefficients of the noise covariance matrix and, consequently, DSP
coefficients, are usually updated every two months in order to account
for the changes in the beam background. Detailed descriptions of how
DSP coefficients are calculated can be found in Ref. [14].

3.1.2. Amplitude thresholds
Aside from F (t) fixed parameters and DSP coefficients, the fit al-

gorithm logic is also controlled by four amplitude thresholds. These
thresholds are utilized to reduce the processing time spent on beam
background events and to save additional data for high energy crystal
hits.

The hit threshold allows to exclude background event data before
the start of fitting procedure. An estimate of ADC pedestal õP = (y[12]+
y[13]+y[14]+y[15])_4 is compared with an estimate of signal amplitude
õA = (y[20] + y[21])_2. If

õA * õP < hit_threshold, (2)

then the fit algorithm is skipped completely and the crystal hit is
discarded.

The low amplitude threshold is used to switch to a simplified fit
algorithm when the initial estimate of the signal amplitude is lower
than this threshold. In that case the t0 time is assumed to be equal to
the trigger time ttr, fit continues with only two floating parameters (A
and P ).

In each iteration of the fit, A is compared against the skip thresh-
old. In case it is less than the threshold value, event is discarded and
fit is skipped.

At the end of the fit, A is compared against ADC threshold. If
amplitude is higher than the threshold, the event waveform data are
sent alongside the fit data.

The standard configuration for ECL sets low amplitude threshold
to 2 MeV, skip threshold to 1 MeV, ADC threshold to 50 MeV. At the
current trigger rate, ShaperDSP is able to fit all incoming waveforms,
so hit threshold is set to the negative value of *10 MeV. However, it
still excludes some number of ECL hits that have background signal in
the pedestal area.

3.1.3. Saving waveform data
There are three separate cases where the ShaperDSP fit algorithm

logic sends the waveform data. If the crystal hit has an amplitude
higher than the ADC threshold, the waveforms are stored and used in
the offline pulse shape analysis to distinguish ECL clusters induced by
hadrons from clusters induced by photons. Pulse shape for hadron in-
teractions differs from one for relativistic particles and can be described
as a sum of two components: hadron component and electromag-
netic component. The contribution of hadron component varies from
0 to 50%, so pulse shape discrimination method offers significant
improvements in the process of particle identification [6].

Together with physics triggers, Belle II uses random triggers that are
not synchronized with the signals from physics events. For random trig-
ger events, waveforms are saved to form beam background overlay in
simulation: the recorded waveforms are combined with the simulated
events to reproduce the beam background conditions for a certain run.

Also, a certain fraction of events (currently 1/1000) always have
their waveform data saved, which are then used to validate the stability
of the ShaperDSP firmware with a ShaperDSP logic check procedure
described in Section 7.1.

3.2. FPGA firmware design details

3.2.1. Signal processing performance
The FPGA firmware design for the ShaperDSP module is shown in

Fig. 3. The input data are deserialized, then moved into the ADC data
buffer, with buffer size of 512 samples per channel and the sampling
rate fS = 508 MHz_288 ˘ 1.7 MHz, where 508 MHz is a radio fre-
quency of SuperKEKB. Afterwards, the waveforms are processed using
the fitting algorithm described in the previous section.

Signal fitting algorithm has first been implemented as a software
module in integer-only arithmetics and then realized in FPGA. The
waveforms being processed consist of 31 samples, with up to 16 sam-
ples averaged to estimate the pedestal value and the last 15 samples
used for amplitude and time reconstruction. The fitting procedure for
a single channel takes ˘ 5 �s.

Multiple steps are taken to improve the speed of amplitude and
time reconstruction. First, even with a single core, different operations
(loading DSP coefficients, multiply-and-accumulate, division) can be
done in parallel for different channels. Second, ShaperDSP utilizes two
processing cores, each with its dedicated SDRAM chip containing DSP
coefficients, as shown in Fig. 4. In case of 100% channel occupancy of
ShaperDSP, the parallel processing and two cores utilization provide 16
channels fitting within Ì16 �s.

3.2.2. Handling event bursts
At high trigger rates and large event size, the DAQ system is likely to

require the adjustment of trigger hold-off, thus leading to the increase
of the dead time — time when the system is not able to record
event data. In ECL DAQ, there are two possible bottlenecks that might
contribute to the dead time: (1) signal processing in ShaperDSP and
(2) data transfer from ECLCollector to COPPER with the bandwidth of
1 GBit/s.

If waveform data are not sent, the size of output packet is only
32 bits per channel. In that case, only signal processing speed of
ShaperDSP is relevant for the dead time estimation. As described above,
ShaperDSP module can process incoming signals with 1_(16 �s) =
62.5 kHz trigger rate with 100% channel occupancy. Moreover, each
channel has a corresponding ADC buffer of 512 samples, so ADC data
are guaranteed to be safe for 512_fS ˘ 290 �s. These specifications
exceed the design trigger rate of 30 kHz and 33% channel occupancy by
a wide margin. As a result, the estimated dead time fraction for signal
processing is less than 10*5 at the design trigger rate. It corresponds
to cases when buffer overflow is likely to happen. In such situations,
ShaperDSP sends an ALMOST_BUSY signal to the ECLCollector which
is then propagated to the Trigger and Timing Distribution system to
adjust trigger hold-off.

If waveform data are sent, the output packet size is Ì 218 bits. In
practice, waveforms are saved for Ì 2% of ECL hits, resulting in the
increase of data size by 12%. This results in a data transfer rate of 418
Mbit/s from ECLCollector to COPPER, still within the limit of 1 Gbit/s.

3

Waveform (i.e. voltage vs time) 
is fit in FPGA to extract 
amplitude and time of signal

31 points x 567 ns/point = 17.5 μs 

NIM A1030 (2022) 166468
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Beam backgrounds

• In reality, the pedestal is not the flat 
line shown on the previous slide. 

• Fluctuations arise from electronic  
noise, but beam backgrounds are largest contribution. 

• Beam backgrounds are energy deposits in a crystal that 
don’t come from the e+e- collision of interest.  

• Mostly low-energy photons (1–2 MeV) or neutrons, but 
can be high enough to be reconstructed as a cluster.

16

V. Aulchenko, A. Bobrov, B.G. Cheon et al. Nuclear Inst. and Methods in Physics Research, A 1030 (2022) 166468

Fig. 2. Ideal waveform fitted in the ShaperDSP (left) and typical waveform from the data (right).

where index i is an ADC point number, while k is a grid point number
for a tabulated function.

Coefficients of the noise covariance matrix and, consequently, DSP
coefficients, are usually updated every two months in order to account
for the changes in the beam background. Detailed descriptions of how
DSP coefficients are calculated can be found in Ref. [14].

3.1.2. Amplitude thresholds
Aside from F (t) fixed parameters and DSP coefficients, the fit al-

gorithm logic is also controlled by four amplitude thresholds. These
thresholds are utilized to reduce the processing time spent on beam
background events and to save additional data for high energy crystal
hits.

The hit threshold allows to exclude background event data before
the start of fitting procedure. An estimate of ADC pedestal õP = (y[12]+
y[13]+y[14]+y[15])_4 is compared with an estimate of signal amplitude
õA = (y[20] + y[21])_2. If

õA * õP < hit_threshold, (2)

then the fit algorithm is skipped completely and the crystal hit is
discarded.

The low amplitude threshold is used to switch to a simplified fit
algorithm when the initial estimate of the signal amplitude is lower
than this threshold. In that case the t0 time is assumed to be equal to
the trigger time ttr, fit continues with only two floating parameters (A
and P ).

In each iteration of the fit, A is compared against the skip thresh-
old. In case it is less than the threshold value, event is discarded and
fit is skipped.

At the end of the fit, A is compared against ADC threshold. If
amplitude is higher than the threshold, the event waveform data are
sent alongside the fit data.

The standard configuration for ECL sets low amplitude threshold
to 2 MeV, skip threshold to 1 MeV, ADC threshold to 50 MeV. At the
current trigger rate, ShaperDSP is able to fit all incoming waveforms,
so hit threshold is set to the negative value of *10 MeV. However, it
still excludes some number of ECL hits that have background signal in
the pedestal area.

3.1.3. Saving waveform data
There are three separate cases where the ShaperDSP fit algorithm

logic sends the waveform data. If the crystal hit has an amplitude
higher than the ADC threshold, the waveforms are stored and used in
the offline pulse shape analysis to distinguish ECL clusters induced by
hadrons from clusters induced by photons. Pulse shape for hadron in-
teractions differs from one for relativistic particles and can be described
as a sum of two components: hadron component and electromag-
netic component. The contribution of hadron component varies from
0 to 50%, so pulse shape discrimination method offers significant
improvements in the process of particle identification [6].

Together with physics triggers, Belle II uses random triggers that are
not synchronized with the signals from physics events. For random trig-
ger events, waveforms are saved to form beam background overlay in
simulation: the recorded waveforms are combined with the simulated
events to reproduce the beam background conditions for a certain run.

Also, a certain fraction of events (currently 1/1000) always have
their waveform data saved, which are then used to validate the stability
of the ShaperDSP firmware with a ShaperDSP logic check procedure
described in Section 7.1.

3.2. FPGA firmware design details

3.2.1. Signal processing performance
The FPGA firmware design for the ShaperDSP module is shown in

Fig. 3. The input data are deserialized, then moved into the ADC data
buffer, with buffer size of 512 samples per channel and the sampling
rate fS = 508 MHz_288 ˘ 1.7 MHz, where 508 MHz is a radio fre-
quency of SuperKEKB. Afterwards, the waveforms are processed using
the fitting algorithm described in the previous section.

Signal fitting algorithm has first been implemented as a software
module in integer-only arithmetics and then realized in FPGA. The
waveforms being processed consist of 31 samples, with up to 16 sam-
ples averaged to estimate the pedestal value and the last 15 samples
used for amplitude and time reconstruction. The fitting procedure for
a single channel takes ˘ 5 �s.

Multiple steps are taken to improve the speed of amplitude and
time reconstruction. First, even with a single core, different operations
(loading DSP coefficients, multiply-and-accumulate, division) can be
done in parallel for different channels. Second, ShaperDSP utilizes two
processing cores, each with its dedicated SDRAM chip containing DSP
coefficients, as shown in Fig. 4. In case of 100% channel occupancy of
ShaperDSP, the parallel processing and two cores utilization provide 16
channels fitting within Ì16 �s.

3.2.2. Handling event bursts
At high trigger rates and large event size, the DAQ system is likely to

require the adjustment of trigger hold-off, thus leading to the increase
of the dead time — time when the system is not able to record
event data. In ECL DAQ, there are two possible bottlenecks that might
contribute to the dead time: (1) signal processing in ShaperDSP and
(2) data transfer from ECLCollector to COPPER with the bandwidth of
1 GBit/s.

If waveform data are not sent, the size of output packet is only
32 bits per channel. In that case, only signal processing speed of
ShaperDSP is relevant for the dead time estimation. As described above,
ShaperDSP module can process incoming signals with 1_(16 �s) =
62.5 kHz trigger rate with 100% channel occupancy. Moreover, each
channel has a corresponding ADC buffer of 512 samples, so ADC data
are guaranteed to be safe for 512_fS ˘ 290 �s. These specifications
exceed the design trigger rate of 30 kHz and 33% channel occupancy by
a wide margin. As a result, the estimated dead time fraction for signal
processing is less than 10*5 at the design trigger rate. It corresponds
to cases when buffer overflow is likely to happen. In such situations,
ShaperDSP sends an ALMOST_BUSY signal to the ECLCollector which
is then propagated to the Trigger and Timing Distribution system to
adjust trigger hold-off.

If waveform data are sent, the output packet size is Ì 218 bits. In
practice, waveforms are saved for Ì 2% of ECL hits, resulting in the
increase of data size by 12%. This results in a data transfer rate of 418
Mbit/s from ECLCollector to COPPER, still within the limit of 1 Gbit/s.
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• Can be single-beam processes  
  - interactions with residual gas in the “vacuum” 
  - interactions between electrons in bunch Touschek 

• Or from low-angle Bhabha scattering . e+e− → e+e−(γ)

17

tungsten shielding

e- with lower energy is 
steered into beam pipe

superconducting magnets 
steer nominal energy 

electrons in beam pipe 

trajectory of e- 
with full energy
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• SuperKEKB on June 8, 2022: 2249 bunches in 3 km 
ring (10 μs) ⇒ 4000 bunch crossings in 17.5μs 
window used for waveform fitting.   

• There can be hundreds of low-energy photons 
contributing to the waveform; pedestal fluctuations 
are due to variations in their number, timing, and 
energy. 
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Issue / in progress — injection background

• Additional particles are continually injected into bunches. 
Very high backgrounds for a while, so we have an 
“injection veto” that stops triggers during that time.  

• But given the slow signal formation, these backgrounds 
still affect signals outside of the veto window.   

• Plan a more-sophisticated fit 
to detect / improve such issues  
for future running. 

19

  

-The reason is that the injectd bunch passes the IP every 10.08 mks.

-To reconstruct amplitude, time and pedestal we fit 31 points which 
corresponds range of 17.1 mks

-3 bunch passes may affect to reconstruction of the pulse parameters

-The noisy injection signal both before 
and after pulse  can result in pedestal 
increasing and amplitude reduction

                                     Signal

Injection noise l

 

Problem

3noisy bunch from injection 
returns every 10μsC. Hearty | ECL overview | Physics week 2023



Reconstructing clusters
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Reconstruction

• Software / algorithms to obtain what we want (e.g. 
photon energies and directions) from what we have 
(energy and time of individual crystals).  

• We have emphasized high efficiency for reconstructing 
real photons, even at low energy. 
  - high efficiency ⇒ low purity. 
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• Two considerations: 

• The number of crystals with 
measurable energy from beam 
backgrounds (1000’s per 
event) is much larger than the 
number from physics (<100).  

• Two photons can overlap, i.e., 
deposit energy in the same 
crystal. 
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Reconstruction steps / ECL data objects

• Connected regions (ECLConnectedRegion) 
  - set of contiguous crystals with energy above threshold 

• Local maximums (ECLLocalMaximum) 

• Showers (ECLShower) 
  - transient object containing cluster information 

• Clusters (ECLCluster) 
  - ECL information for particles 
  - mdst (i.e., what you use for physics analysis)
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Connected region

• Idea is that the connected region should contain the 
information needed to calculate cluster properties, but 
not more.  
  - could be more than one cluster, if overlapped. 
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• Start by selecting crystals above 10 MeV. 
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• Add all neighbours above 0.5 MeV.  

• If the neighbour is above 10 MeV threshold, then add 
its neighbours that are above 0.5 MeV. 
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• If two connected regions share a crystal, merge them. 

• A local maximum is crystal in a connected region with 
energy greater than all of its neighbours. 
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Issue / to do: connected region finder parameters

• There are three different energy thresholds used by the 
connected region finder. Currently 10 MeV / 10 MeV / 
0.5 MeV. 

• Can require that crystals below a specified energy satisfy 
a timing cut. Not yet used.  

• These parameters were set before we started data 
taking. Not obvious to me how to optimize, but seems 
worthwhile.  
  - currently focused on high efficiency
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Making ECLShowers

• An ECLShower is created from every local maximum.  

• If there is only one local maximum in a connected region, 
the full energy of each crystal is associated with the 
corresponding ECLShower.  

• If there is more than one, iterative procedure. 

• weight for each crystal depends on the distance of the 
crystal from the center-of-gravity of each ECLShower 

• center-of-gravity is calculated using weighted energies. 
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• The point of using connected regions is to minimize 
the number of times we have to do this 
computationally intensive splitting procedure.  

• The output of this process is a list of crystals and 
energies (a fraction of the total crystal energy) for each 
ECLShower. 
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Calculating ECLShower quantities

• All crystals associated with the ECLShower (up to a 5×5 
array) are used to calculate shower shape information. 
  - e.g. clusterE1E9, clusterZernikeMVA; quantities that 
reflect the geometry distribution of the energy.  

• The N most-energetic crystals are used to calculate the 
photon energy.  
  - N is from the ECLNOptimal payload (new in release-08) 
  - depends on background levels, energy, and location. 

• The most energetic crystal is used for time. Subtract 
eventT0 (trigger time) from CDC or SVD. 
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Issue: ECLShower position

• The location of the photon in the ECL is calculated using 
the logarithmically-weighted energies of all crystals (up to 
5×5) associated with the ECLShower.  

• Result is significantly biased  
towards the center of the  
most-energetic crystal.   

32

Figure 3: Distribution of reconstructed against generated \ of single photons over one crystal.
Single photons were generated uniformly in one crystal. The distribution represents the “s-curve
bias,” where the reconstruction algorithm biases the position towards the center of the crystal.

Figure 4: Distribution of generated and reconstructed \ of single photons. The orange line
represents the current reconstruction position while the blue line indicates the generated position.
Single photons were generated in the barrel region. The peaks at the center of the crystals in the
reconstructed \ indicates a bias in the current reconstruction software.

4.2 c
0

Mass Resolution153

Improving the position resolution in the calorimeter has a direct impact on enhancing the physics154

performance, particularly the c
0 mass resolution. The reconstructed mass of the c

0 candidate is155

– 6 –

Generated and reconstructed 
positions for mc15ri single photon MC

Miho Wakai
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• Miho Wakai has been studying an neural-net 
alternative. Significantly reduces bias in position 
reconstruction, but physics benefits (e.g. π0 mass 
resolution) are marginal.  

33

Figure 13: Histogram of local \ using a single photon sample generated at between \ID 15 to 23.
The orange line represents the current reconstruction, the blue line represents the FNN results, the
green line represents the generated values.

Each region shows similar results to Figure 12 (Table 3). For sections 1, 2, and 5, the best277

network was found using the flat distribution, while for sections 3 and 4, the original distribution278

was used. The current reconstruction has worse performance in \, but the improvement by the279

neural network is more substantial in \ than in q.280

Table 3: Testing results between reconstructed and predicted for single photons for local \. The
neural network outperforms the current reconstruction. Recon represents current reconstruction
while ML represents the FNN results.

\�⇡ range Area under the curve Standard deviation
Recon ML Recon ML

15  \�⇡  23 10.82 4.42 0.108 0.097
24  \�⇡  35 9.62 3.48 0.103 0.092
36  \�⇡  40 9.55 4.33 0.102 0.089
43  \�⇡  48 9.66 3.89 0.102 0.089
49  \�⇡  56 9.81 3.96 0.103 0.092

7 c
0

Results281

The neural network models designed to improve q and \ resolution were also applied to photons282

from c
0 decays. Unlike single photons, photons from c

0 mesons can overlap, leading to a greater283

reliance on energy splitting to correctly attribute the energies to each photon shower. Among the284

generated c
0 events with a uniform momentum range from 0.6 GeV/2 to 4 GeV/2, 97% of the285

events have at least one crystal overlap between the two photons when taking a 5⇥ 5 grid of crystals286

per photon. The energy splitting in our current reconstruction is not perfect, indicating that the287

energy inputs are less reliable than those used in the single photon study. However, even with288

this effect, the c
0 photons still show improvement in position resolution (Figure 14). Using 18.6289

– 15 –

Figure 15: Invariant mass distribution of c0 using the current reconstruction and the neural network
results. The orange line represents current reconstruction while the blue line represents the FNN
results. 9.3 million c

0 mesons are used. Note that the central value of the c
0 meson is biased with

respect to the true value due to the low side tail from the energy leakage in the calorimeter. The
neural network shows better resolution over the current reconstruction.

8 Conclusion and Outlook298

This work focuses on improving the position resolution of the Belle II electromagnetic calorimeter299

with the use of deep Feedforward Neural Networks. The current position reconstruction method in300

the calorimeter biases the position towards the center of the most energetic crystal. Improving the301

photon position accuracy improves the mass resolution for high momentum c
0 mesons. A machine302

learning approach using a feedforward neural network was developed to improve the position303

resolution. Separate models were developed for improving q and \. All models demonstrated304

improvement in position reconstruction over the current reconstruction.305

The predictions from the FNN models were applied to c
0 mesons with a uniform momentum306

range of 0.6 GeV/c to 4 GeV/c, with the daughter photons within the calorimeter barrel region.307

The c
0 mass resolution showed a 7% improvement compared to the current reconstruction. Within308

a nominal signal region with a mass range of 0.120 GeV/c2 to 0.145 GeV/c2, the number of c0309

mesons increased by a modest 2%. Although the machine learning significantly reduces the bias310

and improves the position resolution, the physics gain is marginal.311

There can, however, be more improvements made with the models. The variation observed312

in the output of the trials for both q and \ suggests that there could be a more stable and better313

model. Although \ID 55 had the best neural network model for improving q, other sections in \314

may have worked better. This could be done by additional fine tuning of the hyperparameters and315

by training on larger statistics. Increasing the number of trials may have revealed better models that316

were outside the range that was tested here.317

Moreover, the c
0 mass resolution relies heavily on energy splitting in order to attribute the318

crystal energies to the correct photon shower. In Belle II, there is an ongoing development to319

improve the energy splitting using Graph Neural Networks [5]. Not only does this method allow320

– 17 –

reconstructed mass for high-momentum π0 
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Matching things to ECLShowers

• Tracks are extrapolated to the ECL and various distances 
to the centroid are used to associate the ECLShower to 
the track.  
  - apparently failures are a major source of EECL.  

• For MC, the true energy in each associated crystal is 
used to decide whether or not the cluster is “truth 
matched” to an MC particle.  

• These are both much more complicated than you might 
think. 
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Making ECLClusters

• ECLShowers with energy above 50 MeV, or with energy 
between 20 MeV and 50 MeV with good times  
(|t| < dt99), are turned into ECLClusters.  
  - the object available for physics in the mdst.  

• Question: why don’t we just keep all of them? 
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Photon efficiency

• How often is there an ECLCluster associated with a 
photon? 
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• Inefficiency is primarily due to photon conversions 
, except barrel/endcap gaps.γ → e+e−

37

5 Reconstruction Software

Fig. 14: The number of EM radiation lengths X/X0 in front of the calorimeter as a function

of cos ✓, averaged over �.

The clustering used up to release-00-07-02 is an incomplete adaptation of the Belle cluster-

ing code which was developed for a low background environment. It starts from an initial list

of crystals with energy deposits above some threshold, nominally 0.5 MeV, which is about

twice the expected level of noise equivalent energy from electronics noise. To obtain some

robustness against high beam backgrounds, the energy threshold was raised as function of

crystal polar angle to between 1.28MeV (barrel) and 2.5 MeV (outer endcap rings). A cluster

starts with a seed crystal with at least 10MeV that is a local energy maximum amongst its

nearest neighbour crystals. A nearest neighbour touches either the side or the corner of the

crystal and a local maximum is a crystal whose energy exceeds that of its next neighbours.

All crystals from the initial list that are nearest or next-to-nearest neighbours of the seed

crystal are added to the cluster. In the barrel, the size of a cluster is thus limited to symmet-

ric 5 ⇥ 5 crystals. If clusters share crystals after this step, their energies are split according

to the ratio of energy of each cluster to the sum of energies of all crystals in the overlapping

clusters. This energy splitting does not provide the correct position nor the correct weighted

list of crystals for subsequent shower shape calculations. The centroid ~x of each cluster is

calculated by using linear weights of all crystals in a cluster,

~x =

P
i Ei~xiP
i Ei

, (2)

where Ei is the energy of the i–th crystal and xi is the centre of the i–th crystal. It should

be noted that this position reconstruction is known to be biased towards the crystal centre

of the highest energy crystal in the shower. The cluster energy is reconstructed as the lin-

ear sum over all included crystals. The peak position of the reconstructed photon energy is

corrected to the true value in a subsequent step as a function of reconstructed polar angle

and energy. The cluster time tcluster is the time of the highest energetic crystal in a cluster

with respect to the collision time. In order to reduce out-of-time beam backgrounds, clusters

65/689

photons that convert in the TOP 
are reconstructed as clusters

photons that convert in the CDC or 
earlier are generally not reconstructed

50% of γ 
convert

forward endcap/
barrel gap

backward endcap/
barrel gap

cdc acceptance
cdc acceptance

25% of γ 
convert

Belle II physics book 1808.10567
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Calibration

39C. Hearty | ECL overview | Physics week 2023



Calibration of individual crystals
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Single crystal calibration

• Individual crystals have different light yield per deposited 
MeV, different electronics gain, and different cable 
lengths.  

• We use a pulser calibration to verify the stability of the 
electronics chain, and to correct for changes when we 
replace an electronics board.  
  - otherwise, extremely stable.
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Single crystal energy calibration using e+e− → γγ

• Absolute energy calibration for each crystal comes from 
back-to-back  events (beam-energy photons).  
  - most energetic crystal associated with each photon.

e+e− → γγ

42
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• Upper edge does not depend on material between 
interaction point and ECL (unlike location of peak).
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Single crystal timing calibration using Bhabhas

• Timing is calibrated such that a photon from the IP has  
t = 0.  

• Use Bhabhas for timing calibration. Need tracks to get 
the event time (eventT0) from the CDC. 
  - will be SVD in release-08.
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Prompt calibration

• The single crystal energy and time calibrations are run on 
“data buckets” shortly after the data is recorded. Not 
sensitive to changes within the bucket.  

• Buckets are of order 20 fb-1. Typically time between 
maintenance days.

44

• Airflow: almost 
entirely automated 
process 

C. Hearty | ECL overview | Physics week 2023



• Question: I previously said that pulser calibration is 
extremely stable. So why do we need to recalibrate 
every two week? 
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Issue: radiation damage

• The light output of crystals decreases as they age

46
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• Barrel calorimeter dose during Belle operations was 
0.8 Gy, 5% drop in light yield (Miyabayashi-san). 

• Through end of 2021, we have seen ~2% decrease.

47
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Issue: temperature variation

• Fall 2021: new chiller; couple of months to stabilize. 

• Changes in light yield of up to 2%, depending on crystal 
manufacturer.  

• Variations within a 
bucket cannot be  
corrected.
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Issue / to do: dependence of time measurement 
on location in crystal

• Time resolution for beam-energy electrons is significantly 
worse for crystals made by Saint Gobain. Alex Bobrov 
has traced this to a dependence on the location in the 
crystal. Variation in Thallium doping concentration?   
  - aim for a correction in release-09
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Study of the time resolution Belle
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What are the reasons of the time degradation time resolution?
We found a correlation between cluster coordinate and reconstructed time.
It seems, that this is the most dominant underestimated contribution in

time resolution for barrel part.
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• Question: is this effect simulated in our GEANT 
model? 
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Issue / to do: smear MC timing resolution

• Perfect MC crystals have better timing resolution than 
real crystals. 

• Goal for release-09: implement smearing of MC timing. 
  - does smearing depend on background level?   

• Started by Ching-Hua Li, but he has since left Belle II. 

51C. Hearty | ECL overview | Physics week 2023



Issue / to do: timing resolution calibration

• For analysis, we characterize timing resolution using 
“dt99”. 99% of signal photons should have |t| less than 
this value. Depends on energy, backgrounds, location. 

• Currently, tabulated values found before we started 
taking data.  

• Goal: new calibration  
for release-09. 
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maybe dt95 would be useful as well?
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Calibration of photon clusters
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Photon cluster energy calibration

• “Raw” energy is the sum of the energies in the N highest-
energy crystals in the cluster. What we want (for physics) 
is the incident energy of the photon.  

• The “nOptimal” payload  
includes the first-order  
correction for the ratio of  
these two energies.
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• Second-order correction: a smaller energy fraction is 
contained if the photon strikes the crystal near the 
edge. 
  - inactive material, mechanical structure.  

• eclLeakageCorrection payload. 

• Obtained (with nOptimal) for each 
data bucket using run-dependent 
single γ MC. 
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Photon energy resolution

• Reconstructed energy distribution has a low-side tail due 
to leakage. σ of a Gaussian fit is not a useful parameter. 
  - use FWHM/2.335 or half of 68.3% range. 
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Calibration examples (undamaged)
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• Resolution is dominated by variations in the amount of 
leakage, and variations in beam background. 

• not light yield or electronic noise.
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The future: reconstructing photons using graph 
neural networks

• F. Wemmer, I. Haide, J. Eppelt, and T. Ferber  

• Graph neutral net trained using crystal time and pulse-
shape discrimination information (later) as well as energy. 
Separates overlapping photons and distinguishes beam 
background contributions.  
  - uses a 9×9 set of crystals, large enough to include 
backgrounds even for overlapping photons.  
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Table 1: Optimized hyperparameters of the isolated photon, and overlapping photon GravNet models.
The hyperparameters are the result of an optimization of the FWHMdep on the respective high background
validation data set.

Hyperparameter Isolated Photon Models Overlapping Photon Models

Width of the Dense Layers, FIN,FOUT 22 24
Feature Space Dimension FLR 16 16
Spatial Information Space Dimension S 6 6
Connected Nearest Neighbors k 14 16
Batch Norm Momentum 0.01 0.4
Stacked GravNet Blocks 4 4
Batch Size 1024 512

(a) Truth (b) GNN (c) basf2

Fig. 4: Comparison of (a) truth energy fractions , (b) reconstructed energy fraction by the GNN , and
(c) reconstructed energy fraction by basf2 for an example event with high beam background. Colors
indicate the fractions belonging to each photon or background. The marker centers indicate the crystal
centers, the marker area is proportional to the truth or reconstructed (GNN, basf2) energy deposition
respectively.

factor of 0.25 after every five epochs of stagnat-
ing validation loss. We did not observe significant
over-training and as a consequence, we do not
use dropout layers or other regularization methods
but rely on the large data set.

The GNN algorithm yields the weights wX

i per
crystal for all crystals in the ROI with an energy
deposition above 1 MeV. In order to reconstruct
the total cluster energy EGNN

rec
associated with

a certain particle, we then sum over all specific
weights multiplied by the reconstructed energies
per crystal, EGNN

rec
=

P
wiEcrystali

rec
.

Figure 4 shows how the GNN and the basf2

algorithms behave in clustering a typical case of
overlapping photons.

6 Metrics

For performance evaluation, the reconstructed
energy of a particle is compared with two di↵er-
ent truth targets: the total deposited truth energy
Edep per photon in the ROI, and the generated
truth energy Egen per photon. This results in
two variants of relative reconstruction errors. The
reconstruction error on the deposited energy

⌘basf2
dep

=
Ebasf2

rec, raw � Edep

Edep

and

⌘GNN

dep
=

EGNN
rec

� Edep

Edep

(2)
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(a) Relative reconstruction error ⌘dep of the deposited
energy.

(b) Relative reconstruction error ⌘gen of the generated
energy.

Fig. 6: Distribution of relative reconstruction errors (a) ⌘dep and (b) ⌘gen for isolated clusters for low
beam backgrounds. The first bin contains all underflow entries; the last bin contains all overflow entries.

(a) Relative reconstruction error ⌘dep of the generated
energy.

(b) Relative reconstruction error ⌘gen of the generated
energy.

Fig. 7: Distributions of relative reconstruction errors (a) ⌘dep and (b) ⌘gen for isolated clusters for high
beam backgrounds. The first bin contains all underflow entries; the last bin contains all overflow entries.

7.1 Energy resolution and energy

tails

The three detector regions barrel, forward endcap,
and backward endcap described in Sec. 3 di↵er
in crystal geometry, levels of background, and
amount of passive material before and in between

crystals. The following section studies the vari-
ations in the energy reconstruction performance
that arise as a direct result of these di↵erences.

In order to access the energy dependence of
the resolution and tail parameters we simulate

9

30% better resolution at 
high backgrounds

crystal energy split between 2 
photons and background

Photon Reconstruction in the Belle II 
Calorimeter Using Graph Neural Networks, 	
arXiv:2306.04179
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Issue / to do: final correction for data/MC 
differences

• Currently, final calibration step uses single photon MC to 
correct for leakage in the GEANT model.  

• But we know from Miho Wakai MSc studies that the 
actual leakage is higher ⇒ data/MC difference in 
calibration.
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3.5. Changing ECL geometry

Figure 3.12: Local theta of high leakage probe photons for Proc11 Exp10
data and MC. The red line represents the ratio of MC to data as 1, repre-
senting perfect agreement.

Figure 3.13: Local phi of high leakage probe photons for Proc11 Exp10 data
and MC. The red line represents the ratio of MC to data as 1, representing
perfect agreement.

42

Miho Wakai

two crystals in φ 

location of 0.5mm aluminum 
between every 2 crystal in φ

Rate in MC is half that of data

Rate of γγ events with >50% energy leakage 
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• Neutrals group finds a photon  
energy correction using π0 mass  
peaks.  

• Two related goals for release-09 

• Improve GEANT model by increasing leakage.  
  - will help data/MC agreement in both calibration 
and energy resolution. 

• Implement a crystal-by-crystal correction for data/
MC differences in leakage.  
  - corrects data calibration (but does not improve 
MC description of resolution). 



-7-

Bias as functions of � for exp21

61

Junxi Cui
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Photon cluster timing calibration

• Cluster time = time of most-energetic crystal, so only the 
single crystal calibration is required.  
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Using the ECL in physics analysis
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Common uses of the ECL

• Photons → skip 

• π0 reconstruction 

• EECL → see Gaetano’s talk on Friday 

• Particle identification
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π0 reconstruction 
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π0 mass 

• For B physics, one of the primary uses of the ECL is in 
making π0 mesons.  

• Perhaps you have noticed that the reconstructed mass is 
not at the PDG value.  

• This happens even when photon energies are correctly 
calibrated. Measured photon energies do not have a 
Gaussian distribution; they have a low-side tail.  
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• Constraining your π0 candidates to the PDG mass 
may be helpful.  
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Clustering and Neutrals, results for Phase 2. (Torben Ferber) �5

π0 (η, η’) for analysts: schematic (aka “the peak is not wrong”)
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slightly different peak 
position even after perfect 

photon peak calibration

→ The π0 mass peak in data must 
be at the same position as in MC. 

Both must be ~1-2% below the 
PDG value.

Torben Ferber
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Issue / to do (?): π0 momentum calibration 

• Even after the mass constraint, the π0 momentum is 
biased as a result of the photon low-side tail.  

• Would it be worth developing a calibration to correct for 
this? Needs study.  
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Sebastiano Raiz

π0 mass constrained 
to PDG value 
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Particle identification
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Neutral particle ID: shower shapes for photon / 
hadron separation

• Distinguish photon showers from hadronic showers, or 
from photons originating far from the IP.  

• Characterize the energy distribution among the (up to) 21 
crystals in an ECLCluster. e.g., clusterSecondMoment, 
clusterZernikeMVA, clusterE1E9
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Neutral particle ID: pulse shape discrimination for 
photon/hadron separation — Savino Longo

• In CsI(Tl), highly-ionizing particles produce a faster 
scintillation signal than electromagnetic showers. 
  - protons or α produced in hadronic showers. 

• We record waveforms of crystals above 50 MeV to look 
for such signals in offline reconstruction. 
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S. Longo and J. M. Roney 2018 JINST 13 P03018
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• Question: Many of the crystals in a cluster have 
energy <50 MeV; why don’t we record their 
waveforms as well? 
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• Offline waveform fit extracts the fraction of the signal 
that is due to highly-ionizing hadrons. 

• Information from all crystals in a cluster is combined in 
an MVA “clusterPulseShapeDiscriminationMVA”. 

• Note that not all hadrons produce such highly-ionizing 
particles in the ECL.  
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photon component

highly-ionizing hadron 
component

Savino Longo
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Issue: pulse-shape-discrimination calibration

• Offline fit uses database payloads that depend on the 
level of beam backgrounds.  

• Prior to release-08, these payloads were not calculated 
during prompt reconstruction ⇒ MVA is not usable in 
existing prompt data. 
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Charged particle identification: ECLChargedPIDMVA  
— M. Hohmann, M. Milesi, and P. Urquijo

• Original likelihood-based particle identification relies 
primarily on E/p (cluster energy / track momentum).  

• ECLChargedPIDMVA adds many shower shape and per-
crystal variables in a boosted decision tree.  
  - trained in 18 categories: 3 momenta × 3 θ × 2 charge 

• At low momentum, reduces  misID by 10×;  
 by 2×.   

• As of release-07. 

π± → e±

π± → μ±
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Future: convolutional neutral net — Abtin Charan 
and Torben Ferber/Anja Novosel

• Analyze a 7×7 set of crystals in the barrel as an image 
with the particular goal of distinguishing low-momentum 
muons and pions.  

• Does not rely on track/cluster matching.  

• Should get another factor of 2 reduction in misID.  
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a barrel and two endcaps with polar angle coverage of 12.4� – 155.1�. The dimension of each
crystal is ⇠ 5⇥5 cm2 with a length of 30 cm corresponding to 16.2 X0 (radiation length). The
barrel has 6624 crystals positioned in 46 rings of crystals distributed in the ✓-plane and each
ring consists of 144 crystals in the �-plane [1, 3]. In this study, tracks are extrapolated into the
ECL. Then, at the entry point of the track into the ECL, a window of 7⇥7 crystals with the
measured deposited energy therein is selected. Since the number of crystals in the barrel in each
✓-plane is equal to 144, the 7⇥7 crystal images are symmetrical. Typical patterns of energy
depositions for muons and pions are shown in figure 1. Muons and pions both deposit energy
by ionization in the matter. Additionally, pions can undergo hadronic interactions. Therefore,
crystal images of muons are generally more localized than pions.

Figure 1. Patterns of energy depositions for muons (blue) and pions (red) inside the ECL
barrel.

3. Charged particle identification at Belle II
There are two charged PID methods available in the Belle II analysis software framework [4]. The
first method is standard PID which is based on a combination of measurements from di↵erent
sub-detectors. For each charged particle hypothesis (i) in each PID system, a likelihood LPID

i
is determined. It is a function of the probability density function parameters for a given set
of observables. These likelihoods can be used to construct a combined likelihood ratio for a
particular sub-detector. A binary likelihood ratio for the ECL system between muon and pion

is defined as RECL
µ/⇡ =

LECL
µ

LECL
µ +LECL

⇡
which is used as benchmark for comparison in the study, and

is indicated as default. The standard PID in the ECL (LECL) defines a univariate likelihood as
a function of E/p i.e., the ratio of reconstructed cluster energy over the momentum. The E/p
distribution is not very powerful for muon-pion separation specifically for low momentum tracks
(figure 2). The second method is based on boosted decision trees (BDTs) [5]. It uses the shower-
shape information in the ECL combined with likelihood information from other sub-detectors
to train BDTs.

4. Convolutional neural network (CNN)
A convolutional neural network (CNN) is a type of deep neural network which is used to recognize
visual patterns from pixel images [6]. In this study, two CNNs are trained with 7⇥7 pixel images
of muons and pions together with crystal positions and transverse momentum of the track in the
laboratory frame (each pixel is a ⇠ 5⇥5 cm2 crystal). Separate CNNs are trained for positive and
negative charged tracks. This is due to the geometry of the ECL i.e. the direction of the crystals.
Approximately 1 million single muon and pion candidates are generated with a flat distribution
of transverse momentum between 0.2 and 1.0 GeV/c. Each track is first reconstructed in the
inner tracking detectors, and then extrapolated into the ECL with Geant4 [7].

muon signals

pion signals
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Summary

• A lot of material, but a lot I didn’t cover — just ask! 

• Many opportunities to get involved. Talk to me if you 
would be interested in taking on a project in this area.
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For additional information…

78

• Details of original construction 
- Hitomi Ideka, PhD dissertation (1999) 

• Overview of planned Belle II upgrades 
- Belle II Technical Design Report, 1011.0352 [physics.ins-det] 

• ECL data acquisition 
- V. Aulchenko et al, Development of data acquisition system for Belle II electromagnetic calorimeter, 
Nucl.Instrum.Meth.A 1030 (2022), 166468 

• Radiation hardness 
- S. Longo and J.M. Roney, Radiation Hardness of 30 cm Long CsI(Tl) Crystals, JINST 11 (2016) 08, P08017 

• Hadronic pulse shape discrimination 
- S. Longo and J.M. Roney, Hadronic vs Electromagnetic Pulse Shape Discrimination in CsI(Tl) for High Energy Physics 
Experiments, JINST 13 (2018) 03, P03018 

• GNN clustering 
- F. Wemmer et al, Photon Reconstruction in the Belle II Calorimeter Using Graph Neural Networks, 2306.04179 [hep-
ex] 

• Convolutional neural net for particle ID 
- Anja Novosel et al, Identification of light leptons and pions in the electromagnetic calorimeter of Belle II, 
Nucl.Instrum.Meth.A 1056 (2023), 168630 
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